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A CANDLE IN THE DARK

There is an intense and high-stakes competition being waged by 
the United States and its near-peer adversaries across a spec-
trum of emerging technologies, including Artificial Intelligence 
(AI). AI refers to technologies that use algorithms to learn from 

data, environment, and experience. The enhanced autonomy and rapid 
processing power it enables will effect significant changes in public and 
private sector operations, from data analysis to autonomous vehicles, 
weapons platforms, and virtual/augmented reality. AI is a paradigm 
shift—and as with any breakthrough development, innovation leaders 
will possess a significant advantage over their competitors.

Today, US adversaries continue to push the boundaries by develop-
ing innovative asymmetric advantages derived from these new technol-
ogies. A rising China is harnessing its state-owned enterprises (SOEs), 
multinational research centers, and defense industrial base, for unpar-
alleled collaboration between its civilian and military spheres. Russia, 
less capable, nevertheless continues to engage in exploitative informa-
tion campaigns that will only become more damaging with AI-enabled 
capabilities. At the same time, these adversaries employ a host of tac-
tics meant to surreptitiously acquire US technology and intellectual 
property, shortcutting the research and development (R&D) process to 
enhance their competitive edge. The challenges posed by US adversar-
ies will only increase in magnitude as AI becomes more pervasive in the 
commercial, public, and national security sectors.

In my prior role as US Secretary of Defense, I worked to better incor-
porate new AI technology into the US defense strategy, capabili-
ties, and acquisition process. Despite the growing significance of AI to 
every facet of US national security, however, a coherent strategy that 
defines and articulates US policy has yet to materialize. The absence of a 
whole-of-government approach to the acquisition and exploitation of AI 
and its enabling capabilities is challenging, especially in light of growing 
competition with China and Russia. Ceding leadership at such a critical 
time of technological development poses a significant risk to the rules-
based international system underpinned by the United States.

This Atlantic Council Strategy Paper, “A Candle in the Dark: US 
National Security Strategy for Artificial Intelligence,” by Tate Nurkin 
and Stephen Rodriguez, effectively articulates the current technologi-
cal landscape and offers a coherent strategic framework for the United 
States and its allies to harness AI’s upside potential, while mitigating 
downside risks and defending against emerging threats. The authors 
are cleareyed about the challenges that will need to be overcome to 
make this strategy successful, including through improving cooperation 

FOREWORD
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between the United States and its allies, respectively between the pri-
vate and public sectors. 

The strategy provides recommendations along five lines of effort: 
direct, engage, govern, compete, and protect. Direct focuses on select-
ing, developing, and integrating prioritized areas of AI technology to 
support urgent US national security objectives, missions, and outcomes. 
Additionally, it calls for more open sharing of data across the US gov-
ernment, allied nations, and the private sector. Engage aims to better 
optimize the US innovation system by leveraging the high-tech commu-
nity in the United States—and beyond—for national security. This goal 
requires the development of an effective strategic narrative to incen-
tivize participation among the numerous relevant stakeholders. Govern 
promotes cooperation and collaboration with allies and multilateral insti-
tutions to establish and define standards and norms for AI safety and 
ethics. Stronger partnerships enhance the understanding of the risks 
associated with the use of biased or incomplete data, as well as the mali-
cious corruption of data. Compete designates a means of more effec-
tively contending in the AI and broader military-technological compe-
tition with China. To sustain the US advantage in AI development, we 
must leverage America’s vast alliance networks. Protect describes pro-
active and focused measures to protect high-value US technology from 
acquisition by adversaries. China’s aggressive technology acquisition 
program demands action to insulate the US innovation community from 
either illicit or licit technology transfers.  

AI and its enabling technologies are at the center of the developing 
power competition between the United States and China. Establishing 
and sustaining US leadership in AI is critical for defending the United 
States and its allies, as well as maintaining the liberal values and norms 
on which the wider international geopolitical system is based. To com-
pete in an increasingly technologically dominated global society, the 
United States requires a holistic artificial intelligence strategy that lever-
ages its unique strengths. This Strategy Paper provides an excellent path 
to accomplish this goal and should be required reading for anyone con-
cerned about America’s technological competitiveness.

Dr. Ashton B. Carter
Former US Secretary of Defense
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INTRODUCTION

In 1996, astrophysicist and noted author Carl Sagan wrote a now-famous 
book titled, The Demon-Haunted World: Science as a Candle in the Dark. 
As he tried to help the reader understand the scientific method and 
discern between science and pseudoscience, he exclaimed, “There are 

wonders enough out there without our inventing any.”1 He could have been 
talking about artificial intelligence (AI). 

The world is only at the start of the fourth industrial revolution (4IR) and 
the waves of digitization it will produce, but the transformative effects are 
already being felt. The combination of 4IR technologies has already digi-
tized the media and telecom industries; now it is in the process of digitizing 
industry more broadly.2 Many predict that the digitization of “society itself” 
will follow in coming years and potentially so, too, the integration of human 
and machine intelligence to the benefit of both.3 

AI is at the core of this revolution in both the public and private sectors. 
Development and creative use of AI technologies may enable access to new 
horizons previously only contemplated by science fiction. 

The implications of the development of these technologies for US 
national security are complicated and layered. for advanced militar-
ies around the world, the demand for AI-enabled capabilities is surging to 
deliver improved decision-making, readiness, and operational effective-
ness. AI technologies also will enable novel capabilities—drone swarms and 
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fully autonomous platforms and systems—that have the potential to upset 
both carefully crafted and maintained military balances and stabilize imbal-
ances in geopolitical and military domain area competitions. 

But the impact of AI on US national security goes well beyond new capa-
bilities, as strategically significant as these changes are. Savvy employment 
of AI technologies poses threats to the political and societal stability of the 
United States and allied nations; the dislocation of many service-sector jobs 
is chief among them. 

furthermore, AI use in support of authoritarian control in China—and by 
other actors—and the likelihood that AI-driven instruments of control dif-
fuse to more state and non-state actors pose a fundamental challenge 
to US values, the norms and principles on which the international system 
operates, and, as a result, to US national security. Can US security, stabil-
ity, and prosperity be preserved, much 
less advanced, in a world in which tools of 
social control are widely proliferated? 

Probably. But this world—which is an 
extrapolation of empirically observable 
trends, not an invention of pseudo social 
science—will create different competi-
tions and mandate new approaches to US 
national security 

This context for US national secu-
rity requires a whole-of-government 
approach, working with allies, to ensure 
continued US leadership, not only in 
researching AI technology, but also in 
devising creative AI applications and 
developing standards and norms for 
AI ethics and safety. Specifically, this 
approach should be built around five 
linked concepts: 

 • Direct: The US government (USG) needs 
to determine and align priority areas of 
AI technology capability development 
to meet the most urgent and affecting 
challenges and capitalize on the biggest 
opportunities for US national security. 
Priority should also be given to iden-
tifying gaps in the AI knowledge base 
within the United States as well as its 
allies and competitors. 

 • Engage: The US high-tech industry is a 
critical but underleveraged asset in ensur-
ing US national security. Designing narra-
tives and reforming government business 

AI does not have a clear definition, 
though the term is typically used to describe 
machines capable of learning from their 
environment to achieve an objective with-
out explicitly being programmed to do so. 
AI is not a specific technology, and there 
are a range of different types of AI tech-
niques, each of which can be applied in dif-
ferent and creative ways by the individual or 
organization deploying them.  This paper is 
largely focused on types of AI techniques 
listed below. It also seeks to differentiate 
between AI techniques and the technologi-
cal innovation behind these techniques and 
the capabilities they enable as well as the 
specific applications of AI-enabled capabil-
ities in support of mission sets or defense 
and security objectives.  

AI Technologies of  
particular interest to this paper:

 • machine learning
 • deep learning/neural 
networks

 • computer vision
 • facial and voice recognition
 • particle swarm optimization
 • adversarial examples 
 • natural language processing

Defining AI:  
Technologies, Capabilities, 

and Applications



6

A CANDLE IN THE DARK

practices to garner more widespread high-tech and applied research buy-in 
to prioritizing support to US defense and security communities could 
unleash a powerful enabler of US security and stability. Engagement with 
the American public on the nature and implications of the opportunities and 
risks related to AI development and AI-enabled capabilities is also a compo-
nent of the engage concept.

 • Govern: The United States should lead the discussion of AI ethics and safety, 
especially in the context of AI use for security, defense, and surveillance pur-
poses. Devising prioritized recommendations at local, state, and national lev-
els and internationally will require more research on AI safety and ethics to 
help parse the ethical complexities of AI in a way that avoids stifling salutary 
development of AI technologies, but nonetheless places material safeguards 
against its most deleterious and menacing applications. 

 • Compete: All decisions and actions taken to further the development of 
AI for US national security must be viewed through the context of geo-
political competition. The most serious adversary in this competition is 
China, but policy makers should not ignore Russia. Development of AI 
and other emerging technology areas including the fifth-generation 
mobile network (5G), quantum computing, next-generation semiconduc-
tors, and robotics is an increasingly important and fractious component 
of this competition. without collaboration with allies and partners, the 
United States risks falling behind in this decisive competition of the twen-
ty-first century.

 • Protect: Efforts to protect strategic AI technology developed within 
the United States cut across each of the other four concepts and 
should incorporate a combination of crafting of narratives for domes-
tic and international consumption as well as calibrated regula-
tions and incentives for US private capital to support the technol-
ogy areas prioritized as part of the direct component of the strategy.  

Unfortunately, to date, the United States has lagged behind much of the 
advanced world in the development of a whole-of-government AI strategy. 
Other advanced nations boast both general and national security-oriented 
AI strategies. 

China announced its Next Generation Artificial Intelligence Development 
Plan in July 2017 and has executed aggressively against the ambitious 
objective of becoming the global leader in AI by 2030, including in AI appli-
cations for national and state (read “regime”) security.4 Russian President 
Vladimir Putin ordered that Russia’s national AI strategy—which includes 
a prominent role for the Ministry of Defense—be completed in June 2019. 
Russia’s strategy will be the seventeenth published national AI strategy 
document to go along with two additional regional AI strategy policies (the 
European Union and Nordic-Baltic states). The nature of these strategies 
varies considerably, of course. Some constitute high-level aspirational guid-
ance documents while others are more comprehensive and include fully 
funded policy commitments.5
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The United States has yet to release a formal whole-of-government AI 
strategy, though it has not been entirely silent on the issue of AI devel-
opment, in particular for national security. In May 2019, US Senators Rob 
Portman (R-OH), Martin Heinrich (D-NM), and Brian Schatz (D-HI) intro-
duced  the Artificial Intelligence Initiative Act, which would make $2.2 bil-
lion of funding available to several government agencies over five years for 
federal research and development in support of the creation of a national AI 
strategy.6

The announcement follows a flurry of AI strategy-focused activity in 
february 2019. On february 11, the white House released the Executive 
Order on Maintaining American Leadership in Artificial Intelligence. The 
document articulated principles, objectives, and policy priorities for the 
United States to guide AI development efforts in support of economic, 
development, societal, and national security objectives.7 The executive 
order is a useful, but vague, document most notable for injecting a sense 
of urgency into the discussion of US approaches to AI development and for 
articulating principles around which future strategies should be built.  

The following day, the US Department of Defense (DoD) released its own 
Artificial Intelligence Development Strategy, which detailed five high-level 
objectives for DoD investment in AI technologies and applications:8 

 � delivering AI-enabled capabilities that address key missions
 � scaling AI’s impact across DoD through a common foundation 

that enables decentralized development and experimentation
 � cultivating a leading AI workforce
 � engaging with commercial, academic, and international allies 

and partners
 � leading in military ethics and AI safety9

As did the executive order, DoD’s strategy shone a light on the mounting 
interest in AI-enabled capabilities across the US government. It delivered a 
“30,000 feet” set of guiding principles to bound and guide key future initia-
tives, such as the Defense Advanced Research Project Agency’s (DARPA) $2 
billion AI Next program10 and the Joint Artificial Intelligence Center (JAIC), 
both of which seek to sustain US advantage in this critical technology area. 

Together, individual measures across DoD and the government more 
broadly signal a United States government that recognizes but is still trying 
to diagnose the full suite of issues around which an AI strategy for national 
security should be built. To date, US actions have been sporadic, decentral-
ized, and uncoordinated—especially compared with China’s comprehen-
sive, ambitious plan. Now is the time for parallel efforts to 1) consolidate 
perspective, knowledge, and capability across the USG and  2) increase 
communication, cooperation, and trust with the high-tech industry.
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THE STRATEGIC CONTEXT

AI AND DRIVERS OF US NATIONAL SECURITY 

American AI development will take place within a complex, com-
petitive, and challenging strategic geopolitical and security 
context that will both shape and be shaped by how the United 
States, China, and other actors, develop, diffuse, and deploy var-

ious AI technologies and the capabilities they enable. 
The United Kingdom Ministry of Defence’s 2018 Global Strategic Trends 

Report provides a revealing assessment of the intensity and uncertainty asso-
ciated with the intersection between the global strategic context and AI. 

The report includes a chart that places sixteen forces affecting the future 
security environment (see text box) along two axes: an X-axis of uncer-
tainty and a Y-axis of impact. The driver “Harnessing Artificial Intelligence” 
was depicted as:

 � being the most impactful; 
 � having the second most uncertainty about how it will develop 

(behind only erosion of state sovereignty); and 
 � generating the second most variance of assessment of the experts 

and analysts that contributed to the report.11 
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THE STRATEGIC CONTEXT

Put another way, AI is expected to have 
a powerful impact on the future of geopol-
itics, defense, and security, but the exact 
nature of this effect will depend on deci-
sions and actions influenced by the inter-
sections between other trends, drivers, 
and uncertainties. four forces are particu-
larly relevant to the intersection between 
the capacity of state and non-state actors 
to harness AI, with an impact on US national 
security. 

Fractured Frameworks and 
Enhanced Competition 
Geopolitical frameworks, alignments, and 
norms that have sustained and generally 
governed relations among states over the 
last seventy years are eroding and being 
challenged in stark ways. Among the results: 
increased competition across the inter-
national system by actors seeking to gain 
advantage in revising the rules and parame-
ters of a world in transition. 

China and Russia both have consistently 
raised this theme of a changing geopoliti-
cal environment in official documents since 
at least 2013. China’s 2015 Science of Military 
Strategy—an authoritative book published 
by the Academy of Military Sciences of the 
People’s Liberation Army (PLA)—describes 
the move from an “unprecedentedly unipolar” world to a new twenty-first cen-
tury “international balance that is characterized by multi-polarity and co-gov-
ernance.”12 The United States may still be the world’s only superpower, but 
China is a central player in this rebalanced world of diminishing US power and 
influence. China has the opportunity to use globalization and the informati-
zation of society to propel itself forward economically, socially, and techno-
logically.13 Russia’s 2013 foreign Policy Concept refers to “the deep-seated 
transformation of the geopolitical landscape” to a “polycentric or multipo-
lar world.”14 for its part, the United States now understands the competitive 
dynamics that dominate the global defense, security, and geopolitical envi-
ronment. This acknowledgement is codified in the 2018 United States National 
Defense Strategy, which identifies competition with Russia and especially 
China as the most pressing national security and defense challenges and 
priorities.15 

1. Harnessing artificial intelligence
2. An expanding competitive space
3. Increasing proliferation of weapons 

of mass effect
4. Erosion of state sovereignty
5. Adaptation of the rules-based inter-

national system
6. An expanded and unregulated infor-

mation space
7. Rising inequality, reducing social 

cohesion, and fragmented societies
8. Understanding human enhancement
9. Increasing competition in the global 

commons
10. Increasing disruption and cost of cli-

mate change
11. Increasing demand and competition 

for resources
12. Greater automation and an increas-

ingly diverse workforce
13. Managing technological change
14. The challenge of affordability 
15. Increasing threat from crime and 

extremism
16. Managing demographic change

16 Strategic Drivers  
from the UK’s Global  

Strategic Trends Report:
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US-China Geostrategic Competition

The US-China geostrategic competition has evolved as the postures of both 
states have shifted over the past two to three decades. The United States has 
moved from an externally focused leader of the international system to a 
country distracted by political polarization and dysfunction and, among 
some constituencies, tiring of shouldering the burden of global leadership. 
China’s transition has proceeded along a different trajectory. It has moved 
at an accelerated pace in particularly the 2010s from a country largely con-
strained and driven by its vulnerability to US and allied economic, geopolit-
ical, and military power to one confident in its own power. As a result, China 
has become more ambitious in its objectives to challenge and alter the rules 
of the US-led, rules-based system. 

The US foreign policy, security, and defense establishment sees a world in 
which existing geopolitical frameworks are generally beneficial and benev-
olent—in need of refinement and adjustment, but ultimately salvageable. 
China sees a window of opportunity to capitalize on global geopolitical 
uncertainty and transition not to refine the rules of the geopolitical and eco-
nomic order, but rather to rewrite them in a way that will enable China to: 

 � optimize its economic growth and geopolitical influence;
 � export its techno-authoritarian model; and
 � ensure the long-term security and sustainability of the Chinese 

Communist Party (CCP) regime.

This tension is the crux of the competition.

The dynamics result from escalating US-China tensions manifest in 
provocative ways that reflect a high-stakes and expanding geostrate-
gic competition: close calls between military platforms in air and sea, free-
dom-of-navigation operations, the trade war, growing competition in global 
defense export markets and infrastructure development, aggressive tech-
nology theft and protection efforts, and a rapidly increasing technology 
competition, among many others. 

Professor Xiang Songzuo, a former chief economist of China Agriculture 
Bank, captured the concept of a broad and systems-based competition in a 
December 2018 speech at Renmin University School of finance. Speaking 
of the trade war, Xiang noted that “it is no longer a trade war, but a seri-
ous conflict between the Chinese and American systems of values. The 
China-US relationship is at a crossroads and so far there has been no solu-
tion found to resolve their differences.”16 

Technology Competition and China’s AI Development  
for National Security 

Technology development and acquisition—especially in AI—is a critical part 
of this expanding competition. for China’s leaders, gaining advantage in 
AI, as well as enabling technologies such as semiconductors, 5G networks, 
robotics, quantum computing, and neuroscience, is central to economic 
transformation and geopolitical influence, as well as the ability to manage 
disruptive internal social, demographic, and political forces. 
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These and other technologies are crucial to a military modernization pro-
gram that has seen sustained and consistent forward momentum in the 
development of advanced antiaccess/area-denial (A2/AD) capabilities, and 
the progress is already rearranging the military balances and stabilizing 
imbalances that have helped sustain security in the Indo-Pacific for the last 
two decades. China’s recent focus on indigenous aircraft carrier, destroyer, 
strategic lift, and aerial refueling assets as well as overseas basing has 
extended China’s global reach and, as a result, influence. 

AI will further China’s A2/AD and power-projection efforts, but the most 
relevant and, over the next ten to fifteen years, most impactful intersection 
between AI and PLA modernization is the Chinese military transition from 
informatized to “intelligentized” or cognitive warfare.17 Over the last decade 
or so, the PLA has been optimized to operate in the highly “informatized” 
conditions of modern warfare that emphasize connectivity, networked 
forces, increased access to information, and ease and pace of communica-
tions. These capability trends are still relevant, but are being augmented—
and eventually will be superseded—by AI-enabled cognitive and autono-
mous capabilities. The intelligentization of conflict—both traditional kinetic 
military operations and those in the information domain—presents China 
with an opportunity to shift the nature of its military competition with the 
United States from a position of perpetually needing to catch up to the US 
defense industrial base to being able to establish, maintain, and solidify 
advantage in the race to the commanding heights of cognitive warfare.

China is demonstrating innovation competency—and in some areas possi-
bly even world leadership—in AI-enabled military and security applications 
that will be critical to the future of conflict. for example, much has been 
made of China Electronics and Technology Group Corporation’s (CETC) 
June 2017 successful test of a swarm of 119 drones, then the world’s larg-
est test of a drone swarm for military purposes. A similarly important devel-
opment was the May 2018 test by Yungzhou Technologies of an unmanned 
surface vehicle swarm of fifty-six ships that formed the outline of the 
Liaoning—China’s first aircraft carrier—and the characters for “military” and 
“people” that symbolize military-civilian fusion,18 less than subtle signals of 
the intended military application of this capability. 

China’s AI development for both military and civil purposes is buttressed 
by an innovation system that leverages its unique political, social, eco-
nomic, and cultural characteristics. This system rests first and foremost on 
a centralized political and economic apparatus—long thought to be the 
source of inefficiencies in China’s national development—that can marshal 
and, more to the point, direct the resources of its science and technology 
and commercial high-tech community in a way that is not easily replicated 
in the United States. The central direction and control have implications for 
collaboration between civilian and military enterprises, for data collection, 
storage, and use, and for the acquisition and transfer of technologies from 
the civilian sector to the military through military-civilian fusion. 

Direction has taken the form of China’s Next (New) Generation Artificial 
Intelligence Development Plan. Released in July 2017, the three-phased 
plan articulates a comprehensive pathway for China to become the global 
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leader in AI by 2030—a relatively quick time frame for a country that has 
traditionally targeted more notional dates at or near the middle of the cen-
tury for science- and technology-related leadership. The plan establishes 
actual objectives and priorities for AI research and development, technol-
ogy focus areas, economic applications, size of the national AI industry, 
governance approaches, and talent development and training, an especially 
active area of US-China competition.  

The plan is considered the most detailed and ambitious of the national 
intelligence plans published to date19 and clearly catalyzed investment and 
increased competition in China’s high-tech sector, which was already consid-
ered a highly competitive industry. It also appears to have stimulated Chinese 
industry to invest in and incorporate AI into business operations in a material 
way. A Boston Consulting Group report assesses that 85 percent of Chinese 
companies are “players” in the field of AI, meaning that these companies are 
making progress in incorporating AI into business processes.20 

China’s AI development has been supported by widespread theft and 
creative use of licit means to acquire US and western technologies to 
include establishing innovation centers in China in conjunction with leading 
American high-tech firms such as Amazon, Microsoft, and Google. 21 So per-
vasive is concern about China’s technology theft and acquisition that in July 
2018, fBI Director Christopher wray asserted that “China, from a counter-
intelligence perspective, in many ways represents the broadest, most chal-
lenging, most significant threat we face as a country.”22 

Ultimately, as the US-China geostrategic competition plays out over the 
next decade and beyond, AI development for national security purposes 
will play an ever-more important role. Both states will work to leverage 
their relative strengths, mitigate their vulnerabilities, and, critically, shape 
a global AI research, development, and deployment environment that rein-
forces competitive asymmetries and advantages. 23

Category Current US Advantages Current Chinese Advantages

Research, 
development, and 
applications

AI science and core concepts

Ability to take core concepts and create 
innovative AI applications, especially 
in the commercial information and 
communications technology (ICT) 
industry

Enabling 
technologies Semiconductors 5G networks and quantum computing23 

Domestic high-tech 
industry

Global leading high-tech industry, 
though there have been challenges in 
fully optimizing this industry for national 
security purposes 

Ability to leverage commercial high-tech 
innovation and technology/knowledge 
acquisition for military purposes through 
government direction and pressure and 
mechanism of military-civilian fusion

Table 1: Simplified high-level depiction of relative advantages of the AI-related innovation 
systems of the United States and China according to the authors. 
SOURCE: TATE NURKIN AND STEPHEN RODRIGUEZ
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Russia

The dimensions and stakes of the US-Russia competition are different. 
China and the United States are competing to make and sustain the rules 
governing future international relations. It is a contest of strong—though far 
from invulnerable—polities and societies. 

Russia is by most national measures a country experiencing extended 
decline. To be sure, it has reasserted itself on the global stage in a significant 
way over the last decade through a series of provocative actions. Imposing 
its will on Georgia in 2008, seizing Crimea in 2014, and fomenting instability 
in Syria in present day; these actions are reflective not of enduring or foun-
dational national strength, but rather of a country suffering from a number of 
domestic economic, demographic, social, and industrial-base challenges. 

But even a declining Russia poses a persistent challenge to the United 
States and its allies as Moscow takes more risks to enhance its security, 
remain competitive, and to further the transition of the international sys-
tem away from western-led frameworks. Moreover, Russia has demon-
strated an impressive aptitude at using the resources and asymmetric tools 
it does possess in creative and unexpected ways that ultimately maximize 
their operational and strategic impact. Russia’s ability to implement disin-
formation and influence campaigns that successfully amplified social and 
political discord and undermined elections in the United States and Europe 
is well-documented, as is its use of influence operations in conjunction with 
“little green men.”24 

AI-enabled cyber and information operations capabilities offer Russia 
a formidable tool in its asymmetric weapons and hybrid warfare toolbox 
that can serve as a force multiplier in Russia’s efforts to weaken the United 
States and its allies, especially in Europe. In addition, Russia has invested 
in autonomous platforms and systems, such as the Uran-9 autonomous 
unmanned ground combat system. The system had a notoriously failed 
deployment to Syria, but Russian development of autonomous unmanned 
ground vehicles, including unmanned ground combat vehicles, continues.25 
Similarly, President Putin announced on february 20, 2019, that Russia will 
launch the first Poseidon autonomous unmanned underwater vehicle. The 
Poseidon is a nuclear-powered, nuclear-armed unmanned autonomous 
undersea vehicle—essentially a long-range nuclear-armed torpedo—pre-
cisely the sort of provocative, disruptive, and potentially destabilizing capa-
bility Russia in decline has tended to favor.  

Russia’s current (unclassified) investment levels in AI are significantly behind 
the United States and China, at approximately 700 million rubles ($11 million).26 
The Russian market for AI technology will remain orders of magnitude smaller 
than that of the United States and China, even if the significant forecasted 
growth to 28 billion rubles (approximately $440 million) by 2020 is realized.27  

Achieving success in AI for military applications would require Russia’s mil-
itary to leverage its small but growing domestic AI industry. In March 2018, 
Russian Defense Minister Sergei Shoigu encouraged Russia’s domestic civilian 
AI technology industry to join forces with the armed forces to “counter possi-
ble threats in the field of technological and economic security of Russia.”28 
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In July 2018, the Russian Ministry of Defense (MoD) and Ministry of 
Education and Science (MES) released a joint ten-point plan for Russia’s 
whole-of-government approach to developing AI for military purposes that 
emphasized:29 

 � creating mechanisms for consolidation and collaboration 
among academic, government, and defense AI development 
efforts including forming an AI and Big Data consortium, build-
ing an AI lab at the Era science and technology research and 
development center, establishing a National Center for AI, and 
holding an annual AI conference to facilitate collaboration 
between government and academia;

 � skills and talent development through gaining automation 
expertise and developing a state system for AI training and 
education;

 � socializing the opportunities and challenges of AI for defense 
purposes by testing AI-focused scenarios that explore the 
impacts of AI models on military tactics and operations and dis-
cussing AI capabilities and proposals at Russia-hosted military 
forums such as the Army 2018 Exhibition; and 

 � focused collection on global AI developments and trends to better 
understand the research and development approach and priorities 
of other countries.

Russia has worked to further refine and develop these concepts and prin-
ciples over the last year or so with the objective of releasing an overall AI 
strategy in 2019. In October 2019, after several delays, Russia released its 
national AI strategy, which actually makes no explicit mention of AI devel-
opment for national security or defense purposes. The strongly state-led 
strategy stresses talent recruitment and retention as well as education and 
on access to public data to improve AI research and development by the 
Russian government and government-sponsored organizations.30 

Liberalism, Nationalism, and Authoritarianism
U.S. competition with China and Russia coincides with a second driver of 
the emerging geopolitical and security context influencing the future of AI 
technology development: conflict between liberalism and authoritarian-
ism. The values and principles of the former (individual liberty, social trust, 
democracy, rules-based systems, and institutional checks and balances 
on government exercises of authority) clash with those of the latter (an 
absence of these things—or at the very least diminution of them—in favor of 
reinforcement of the authority of the state, regime survival, and social and 
political control.) 

As Robert Kagan explained in a March 2019 Washington Post article, the 
erosion of the geopolitical frameworks discussed above as well as the man-
ifold social and political pressures of the modern world have created an 
opening for authoritarianism and authoritarian regimes to call into ques-
tion the legitimacy and potency of specific liberal democratic governments, 
including more fundamentally, the liberal democratic ideal.31 
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The narrative has resonance across authoritarian regimes and within 
states and societies that may chafe at the perceived disconnect between 
the externally focused remonstrations of liberal democracies and the 
inability of these governments to effectively deal with social and eco-
nomic equality issues within their own borders. It also has gained traction in 
socially and economically displaced communities and nationalist groups in 
liberal democracies possessed by a growing list of complaints about immi-
gration, globalization, elites, wealth disparities, corruption, and a general 
perceived inability of central sovereigns to respond to modern challenges 
and control all of the territory, populations, institutions, and resources 
within their prescribed borders. 

Varying forms and degrees of authoritarianism offer an alternative to lib-
eralism, one that stresses an ability to meet challenges of the modern age 
more nimbly and efficiently than frequently messy and inefficient democra-
cies, at least in the short term. Over time, of course, the commitment to pro-
cess, institutional strength, and deliberation provide resilience. But in the age 
of twenty-four-hour news cycles and social media saturation, the immediate 
and simple solutions and messages of more efficient control and prioritizing 
of results over process have an appeal that can be difficult to counter.  

AI and other emerging technologies and social media platforms are 
a central part of this competition between authoritarianism and, to date, 
mostly passive liberal democracies. As Kagan noted, “new and hith-
erto unimaginable tools of social control and disruption . . . are shoring up 
authoritarian rule at home, spreading it abroad, and reaching into the very 
heart of liberal societies to undermine them from within.”32 Or, as Richard 
fontaine and Kara frederick laid out in an essay entitled “The Autocrat’s 
New Tool Kit,” these AI-enabled tools will “allow strongmen and police 
states to bolster their internal grip, undermine basic rights, and spread 
illiberal practices beyond their own borders.”33 The main AI technologies 
being applied for internal security are facial and voice recognition, as well 
as machine learning applications that can help separate loyal citizens from 
potentially disloyal ones, target minority ethnic groups, and identify and 
deploy tailored influence and persuasion messages. 

China and Russia are the most active in developing and deploying these 
capabilities. Moscow already has more than five thousand cameras installed 
with facial-recognition technology, which the Russian government can 
reportedly use to match “faces of interest” to photos from passport data-
bases, police files, and social media feeds.34 In May 2019, the Russian gov-
ernment announced that it would apply a new facial recognition system 
to link all 160,000 surveillance cameras across Moscow.35 China’s use of 
facial recognition software and machine learning to surveil its population is 
well-documented over much of 2018 and 2019, including in support of mon-
itoring over five hundred thousand Uighur Muslims in Xinjiang province and 
instituting “social credit scores.” 
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The Information and Fourth Industrial Revolutions 
The pervasiveness of social media use and 4IR-driven digitization of indus-
tries serve as a powerful driver of escalating geopolitical competition, as well 
as the development of national security-focused AI technologies. 

And the 4IR is only at its beginning. State, regional, and global economies 
have yet to experience or even fully comprehend the transformative poten-
tial of the combined and individual effect of 4IR technologies (see text box). 

So far, though, at least three additional key implications relevant to efforts 
to build a US AI development strategy are already visible.

first, the adoption of 4IR technologies will create “winners” and “los-
ers”—those that benefit from technological innovation and the connectiv-
ity and efficiency it creates and those who either are or are made to feel 
as if they are left behind by a hurtling and dislocating modernity. Pervasive 
perceptions of perpetually threatened communities will amplify the social 
fissures that can be exploited through the savvy use of the information 
domain and social media and further call into question the legitimacy of lib-
eral democratic values and governance models. In short, innovation in AI 
technologies will enable new means of weaponizing information and the 
networks through which it is passed with potentially powerful strategic and 
operational effects for US political stability and institutional efficacy. 

Second, AI and 4IR technologies are shaping the future of military capa-
bilities and potentially changing the nature of conflict and warfare alto-
gether. Over time, they could remove important human components to 
combat and introduce new norms, operational concepts, and domain areas 
for competition. 

Deployment of new technology-enabled capa-
bilities will require development of new opera-
tional concepts in order to optimize their strategic, 
operational, and tactical utility. It will also man-
date a reassessment of commonly held assump-
tions about escalation, deterrence, dissuasion, tech-
nology diffusion, and military advantage in a hybrid 
world in which the physical and digital are merged. 
Multilateral discussion, much less agreement, on 
new protocols is likely to lag behind the develop-
ment of the capabilities themselves. This disconnect 
could enhance the possibility for unintentional esca-
lation, miscalculation, and even preemption in the 
fast moving and complex strategic and operational 
environment of future crises and conflicts. 

Third, AI’s national security implications are mag-
nified by its intersection with other 4IR technologies. 
Quantum computing, cloud computing robotics, 
neurotechnologies and biotechnologies, smart mate-
rials, and sensors all offer methods for either improv-
ing AI efficiency or generating new AI-enabled secu-
rity-focused applications. 

 • AI
 • Internet of Things
 • cloud computing
 • quantum computing
 • big data analytics
 • robotics
 • blockchain
 • smart materials
 • additive manufacturing and 
multi-dimensional printing

 • biotechnologies
 • neurotechnologies
 • smart sensors
 • virtual and augmented reality
 • energy capture and storage
 • space technologies

Technologies  
Associated with the 4IR 
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Diffusion of the Power to Disrupt
More actors are able to affect strategic and operational environments—
from global and regional powers and transnational networks to galvanizing 
personalities and ideologically imbued and technologically savvy individu-
als. These actors are empowered by their ability to exploit the information 
domain, but also because they are in command of or have access to more 
and more sophisticated capabilities. This trend is in large part due to the 
diffusion of a broader range of emerging technologies including AI. 

This diffusion is happening simultaneously through licit and surreptitious 
means, ranging from mergers and acquisitions and joint ventures to cyber-
theft, traditional espionage, and the use of nontraditional collectors.   

Defense export market dynamics provide a particularly relevant licit path-
way for diffusion. Since approximately 2010, emerging markets in Asia, the 
Arabian Gulf, Eastern Europe, and some parts of Latin America have sought 
to use growing leverage vis-à-vis defense contractors to build or enhance 
their respective domestic defense-industrial bases. Sales to some of the big-
gest export markets in the world now come with expectations of offsets in 
the form of technology transfer, joint development, long-term product line 
support, and technical training. Some companies—especially those in the 
United States—are constrained by shareholders, legal frameworks, and busi-
ness savvy from exporting their most sensitive technologies. Other compa-
nies and state-controlled enterprises are far less reticent to give away the 
“crown jewels,” especially in a savagely competitive defense market. 

China’s exports of unmanned aerial vehicles adroitly exploit these dynam-
ics—as well as US abdication from the armed unmanned systems market. 
Chinese deals with Pakistan and Saudi Arabia both included joint development 
provisions. Passing on the technological secrets of CH-4 and wing Loong 
drones is a small price to pay for China to close deals that solidify commercial 
and geopolitical relationships in strategically important countries.36 

The dual-use nature of many 4IR technologies also facilitates their diffusion 
to state and non-state actors. Many of the technologies driving the future 
of military capabilities are also being developed by the high-tech industry, 
applied research institutes, and industries such as automotive and commer-
cial aerospace. Acquisition eases diffusion through these nondefense, and 
therefore less restricted industries. Indeed, some emerging technologies—
like drones, software, encryption tools, virtual and augmented reality, and 
additive manufacturing—are actually commercially available as well. 

IMPLICATIONS FOR US NATIONAL SECURITY  
AND AI STRATEGY

Four Fusions
The interplay of these drivers has created an environment characterized by 
the deepening of four fusions of previously mostly separate concepts or 
conditions. Both individually and collectively, these fusions have immense 
implications for how the United States may leverage AI to maintain US 
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security, stability, and prosperity and how competitors and non-state actors 
will use AI and other 4IR technologies to counter these efforts and under-
mine US security. 

An Unsettled World: The Fusion of States of Peace and Conflict

Competition and technology development and diffusion have created an 
unsettled world, in which the states of peace and conflict are blurred. 

Russia was early to recognize the fusion of peace and conflict and has 
built both strategic and operational doctrines around it. General Valery 
Gerasimov, chief of staff of the Armed forces of the Russian federation, has 
repeatedly articulated the importance of using “asymmetric” information 
operations to achieve objectives without resorting to kinetic conflict or—in 
conjunction with “classical” military capabilities—to undermine the capac-
ity of targeted adversaries to resist traditional military advances, such as in 
Crimea.37 Most recently, in March 2019, General Gerasimov gave a speech 
in which he cited operations in Syria as an example of the success of this 
hybrid-warfare approach to conflict.38 

A better example of the doctrine and how the merging of states of peace 
and conflict manifests itself is the Russian interference in the 2016 US presi-
dential election. This was a bold, provocative action taken to subvert not mili-
tary capability, but societal cohesion and foundational democratic processes, 
principles, institutions, and values. Interventions and manipulations were 
designed to strike at the heart of the American society and polity in a way 
that was unlikely to be achievable in the modern strategic context via tradi-
tional military means without risking a potentially catastrophic escalation. 

Ironically, only a few days after General Gerasimov’s March speech, the 
cybersecurity firm Recorded future released a report raising awareness 
for the subthreshold threats emanating from the information domain and 
social media. The main takeaway: western governments and—perhaps 
more importantly in a dual-use world—social media companies are unpre-
pared to counter offensive information operations from Russia and China.39

Risk-taking and boundary pushing, figuratively and literally, from 
some actors are more prevalent as a result of the perception of a perpet-
ual state of hypercompetitive conflict, even if that conflict stops short of 
being a shooting, rather than a trade, war. And the risks of “rule break-
ing” are increasingly tolerable in many instances because the capabilities 
employed tend to muddy the waters of detection, attribution, and intent in 
ways that make deterrence, dissuasion, and effective signaling much more 
difficult. This has placed considerable pressure on international law struc-
tures, which have not adapted to this new reality. This tactic is evident in 
the use of little green men, patriotic hackers, and civilian maritime militia. 
AI is poised to unleash new and enhanced means of operating in this unset-
tled world, especially through AI-infused cyberattacks and through greatly 
enhancing the ability of actors to target disinformation campaigns or more 
efficient election manipulation efforts. These particular attack vectors only 
scratch the surface of the threats that AI could unleash. 
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A Hybrid World: The Fusion of the Physical and Digital

Some of these new capabilities are generated by the fact that the bound-
aries between the physical and digital have eroded as more physical items 
become connected to the Internet and to each other. Recent estimates are 
that approximately thirty billion devices will be connected by 2020.40 AI, vir-
tual and augmented reality, biotechnologies and neurotechnologies, robot-
ics, and cloud computing all conspire to strengthen the seamlessness of 
interactions and activities taking place across the physical and digital worlds. 

Connectivity brings efficiency and convenience. It also brings vulnerabil-
ity; the promise of the fusion of the digital and physical world is balanced 
by potential peril for US national security, particularly as AI-enabled smart 
bots make it difficult to distinguish between interactions with humans from 
those with bots deployed to manipulate, influence, and outrage.41 

Perhaps more alarmingly, the fusion between physical and digital worlds 
is also taking place outside of the information domain. Military and security 
communities are experimenting with ways to incorporate novel 4IR tech-
nologies and AI applications that link the humans and machines to improve 
decision-making, physical endurance, and performance.  

A Manipulated World: The Fusion of Reality and Perception

The strategic context is also one marked by the fusing of reality and percep-
tions in ways that obliterate assumptions about the nature of facts, truth, 
and verisimilitude. The modern, competitive, narrative-centric, and, mainly, 
manipulated world resembles Nietzsche’s perspectivist retort to empiricist 
claims of the primacy of facts: “no, facts is precisely what there is not, only 
interpretations.”42 Or, more simply put, Simon and Garfunkel’s perception 
that “a man hears what he wants to hear and disregards the rest.”43

Even in cases where there is established scientific or empirical evidence—
for instance, Russian meddling in elections in the United States and across 
Europe—“alternative facts” are invented or distorted and accepted by mil-
lions at all gradients of the political spectrums as comforting support for an 
otherwise easily falsifiable contrary interpretation. Unfortunately, although 
some had predicted that the Internet would create a world of openness 
and transparency, AI instead threatens to deepen the segregation of the 
web into echo chambers predominated by homogenous, and alarmingly 
extreme, views.

Influence operations using deepfakes, which are manipulated video or 
other digital content produced using AI, will exploit the degradation of the 
truth to create and intensify divisive polarities and also offer sufficient jus-
tification for the instinct to retrench, to double down on interpretation and 
perspective in the face of established—but still debated—facts. In addition, 
the surprises and national security challenges of the manipulated world 
also extend to the operational environment. As the volume and velocity of 
information becoming available to intelligence analysts and decision mak-
ers increases, so does the vulnerability to AI-enabled “spoofing” attacks.44 
whether AI is more helpful in sorting through the metaphorical haystack, 
or throwing more chaff on it, will prove a critical question for intelligence 
agencies worldwide.
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A Dual-use World: The Fusion of Security and Commercial 
Demand and Interests

The intersection of the 4IR and geopolitical competition is merging tech-
nology demands of national security communities and the high-tech indus-
try and other commercial entities. 

Interindustry demand for autonomous systems, connectivity, bandwidth, 
network security, new types of energy and propulsion, space-based com-
munications, new materials, and new manufacturing techniques has pushed 
the production of militarily relevant technologies outside of solely the tra-
ditional defense industry. The high-tech, automotive, and commercial aero-
space industries, among others, have equally as pronounced interests 
in these technology and capability areas and are investing in capital and 
expertise in their development. The dual-use nature of these technologies, 
then, has expanded the parameters of what constitutes the defense indus-
try at a national and international level. Governments and national-security 
communities are facing pressure to respond to these new dimensions with 
new maps—new processes for engagement, integration of civilian technol-
ogies for military purposes, and acquisition. Some countries have moved 
faster than others, and the disconnect between the US high-tech and 
national security communities constitutes a strategic vulnerability. 

Geopolitical competition and the value-based struggle between liberal-
ism and authoritarianism adds a different dimension to the complexities of 
the dual-use world. Private companies and academia must now consider 
positive control of strategic dual-use know-how and technologies as much 
as revenue expansion and international collaboration when doing busi-
ness abroad; this is especially true in China or with companies that also sit 
in Chinese companies’ supply chains. AI is at the top of the list of the in-de-
mand technologies due to its perceived transformative potential and broad 
applicability to commercial, civilian government, and security activities. It is 
certainly a priority target for China’s aggressive and centrally directed tech-
nology acquisition effort and military-civilian fusion mechanism through 
which commercial technologies are transferred and adapted for military 
and security purposes. 

The proliferation of emerging dual use and commercial technologies is 
difficult to track, which also complicates the task of determining who has 
what technologies, how these technologies might be used, and, as a result, 
the nature of military-technological balances. Already, relatively simple and 
otherwise nonthreatening commercially available technologies—electro-
magnetic jammers, unmanned systems, cyber capabilities and even laser 
pointers—are being used in novel ways to create risks for military and secu-
rity operations as well as softer, civilian targets and national security con-
cerns such as critical infrastructure. 
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An Expanding Threat Spectrum and AI
In this context, the United States faces an expanded and uncertain threat 
environment in which the origin, pace, nature, trajectory, and dimensions 
of challenges to US national security, stability, and prosperity will be diffi-
cult to determine, much less anticipate and deter. Threats and challenges 
to US and allied national security and global stability will likely be multi-
dimensional, requiring coordinated military responses not just between 
DoD agencies and services, but also with other government agencies and, 
frequently, allies and partners. Going it alone is more likely to create more 
security challenges and geopolitical pressures. 

These security challenges are unfolding at two levels. 
first, development and diffusion of novel technologies, especially AI, are 

together creating the conditions in which the primacy of US military-techno-
logical overmatch is being contested, though not yet overturned. Adversaries 
and competitors are developing new capabilities to hold at-risk vulnerable 
command and control nodes in the highly networked and digitized US mil-
itary. Expectations of continued US superiority in space, the information 
domain, and electromagnetic spectrum in particular should be reevaluated, 
not because loss of leadership is a foregone conclusion—far from it—but 
because vigilance and urgency are required to retain this leadership. 

Advanced weapons systems such as those enabled by AI, unmanned 
systems, counterspace, directed energy, hypersonic, and electromag-
netic weapons are a “game-changer and game-leveler,” according to a 
Jane’s report published by the US-China Economic and Security Review 
Commission in May 2018.45 Moreover, continued “intelligentization” of 
warfare also offers competitors a means of shifting the nature of conflict 
toward AI-enabled capabilities and therefore of challenging US military 
superiority over time. 

Second, and perhaps more unsettling, is the idea that US military- 
technological overmatch–even if it is maintained—may not be as relevant 
to ensuring US national security in the current and emerging geopolitical 
and security context. To be sure, the ability to deter traditional threats to 
the US homeland, global interests, assets, and allies is and will continue to 
be critical to concepts of US national security. However, in the competitive, 
dual-use technology-infused environment, state and non-state actors have 
more and more powerful means of threatening US security by destabilizing 
the US polity, society, economy, and infrastructure through exploitation of 
information technologies and crafty narratives. 

Here is precisely where AI may have the most significant impact on US 
national security: by empowering more efficient means of manipulating 
the political, societal, and cultural environments, fissures, and tensions in 
the United States and its allies. Of course, the good news is that the United 
States retains global leadership in AI development and these capabili-
ties offer equally the potential to detect and defeat these new threats and  
challenges as well. 
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A FRAMEWORK FOR 
UNDERSTANDING APPLIED AI 

Understanding this strategic geopolitical and security context and 
its implications is necessary to better assess the variety of ways 
in which AI technologies will be applied by the United States and 
its adversaries, as well as how these applications will shape the 

future of conflict, geostrategic competition, and military capabilities. 
“Killer robots” and autonomous missiles chasing down unwitting or, 

possibly even unwarranted, targets tend to dominate the discussion of 
AI-enabled military and security capabilities and also tend to quickly turn to 
visions of Skynet from the Terminator films and battlefield singularities that 
pursue a military objective with ruthless efficiency and absent context, con-
nection to commander’s intent, or moral or ethical constraints.

Preoccupation with autonomous systems and weapons is not necessarily 
unhealthy or unwise. Continued development of lethal autonomous weap-
ons systems (LAwS) and autonomous platforms poses real and compli-
cated ethical and strategic questions unlikely to be resolved in the imme-
diate future. So does the development of computer vision and facial and 
voice recognition systems that can be used to establish and advance a dis-
turbingly efficient surveillance state. 
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However, the set of relevant applications of AI-enabled national secu-
rity capabilities is much wider and, in many cases, more subtle than what 
is envisioned by a narrow focus on autonomous weapons or facial recog-
nition. This paper has identified eight categories of AI-enabled operational 
capabilities that the United States, its allies and competitors, and even non-
state actors are developing and deploying—or could be soon—in support 
of comprehensive national security objectives and enhanced military effi-
ciency and capability.46 

Analysis of activity in and across these categories reveals several cross-cut-
ting themes about the value of AI for national security communities. 

Terminology Matters. The discussion of AI for national security and defense 
is complicated by a lack of precision in language, specifically the tendency 
to conflate the terms—or at least the concepts—technology and capability. 
Articulating the relationship between them—and between capabilities, appli-
cations, and effects—is necessary for articulating the relationship between AI 
and the future of national security and military capabilities. Clarity in terminol-
ogy, in turn, is important for devising an effective whole-of-government strat-
egy to the development and deployment of AI-enabled capabilities in support 
of US national security and global stability, security, and prosperity. 

Inventions in specific technologies expand the scope and scale of what is 
possible from an engineering or physics standpoint. AI is a general technol-
ogy area roughly defined by its use of software to learn from exposure to data 
or its environments. Many specific AI techniques exist, as identified at the out-
set of this paper. Machine learning, deep learning, computer vision, and parti-
cle swarm optimization are all examples of the general technology area of AI.

Inventions and innovations in a specific technology do not constitute the 
development of a capability. for both state and non-state actors, moving 
from technological invention to a deployable capability requires coherent 
and creative operational concepts—a vision of how new technologies will 
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Figure 1: A framework for bounding the ways in which AI-enabled capabilities are being 
applied in support of defense and security efforts by the DoD and other military and security 
communities throughout the world. 
SOURCE: TATE NURKIN AND STEPHEN RODRIGUEZ
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be applied and what effects they will be deployed to achieve. for military 
and security communities, transiting this technology to capability pathway 
will also require change and innovation:

 � new infrastructure development and changes to logistics and 
sustainment

 � organizational, career, and cultural alignment 
 � establishing frameworks for addressing comfort of use/ethical 

issues
 � changes to legal and regulatory environments to accommodate 

adoption and deployment of new technologies
 � new procurement and industry engagement models that allow 

for the acquisition of novel technologies as they come available

The chain of innovation does not end with the development or deployment 
of capabilities. Capabilities are conduits through which new technologies like 
AI drive disruptive effects. This connection frequently gets lost in the discus-
sion of AI in the context of a changed and still changing defense and security 
context. The endgame of AI development for any national security community 
is not the creation of an interesting new technology. Rather it is the creation 
of an effect that capitalizes on existing overmatch, mitigates vulnerabilities, or 
drives competitions in new and advantageous directions. 

Strategic Value Framework. AI national security applications are employed 
to provide value at three levels:

Enabling Humans: AI-enabled capabilities are designed to help operators, 
intelligence officers, and strategic decision makers prepare for (“readi-
ness”), respond to, and operate more effectively in fast-moving and mul-
tidimensional strategic environments marked simultaneously by a sur-
feit of information and a high degree of uncertainty. The DoD Artificial 
Intelligence Strategy is largely focused on capabilities in this category that 
“augment the capabilities of our personnel by offloading tedious cognitive 
or physical tasks and introducing new ways of working.”47

Removing Humans: AI-enabled capabilities, especially in conjunction with 
unmanned systems and robotics, can be deployed to execute dirty, dull, 
or dangerous jobs such as counter-improvised explosive device missions, 
focusing humans on other less dangerous tasks. 
Exceeding Humans: National security communities are pursuing AI to cat-
alyze the development and deployment of an entirely new set of nearly 
fully autonomous capabilities that have revolutionary processing power 
and decision-making speed, such as drone swarms, autonomous systems, 
and the ability to detect maliciously placed anomalies in images or maps. 
To paraphrase hockey great wayne Gretzky, this category of capability 
development is designed to “skate to where the puck is going to be” in 
several years: to the commanding heights of cognitive warfare. 

Going Big and Going Small. AI in the national security context is being 
developed first and foremost to better cope with the massive amounts of data 
and information being collected by nearly ubiquitous sensors, persistent social 
media platform monitoring, and the greatly increased availability of useful 
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information in new media and other accessible open sources. 
Machine and deep learning allow militaries to “go big” and more easily and 

rapidly collect and process data in order to develop a coherent situational 
awareness in a multidimensional, uncertain, and complex strategic and oper-
ational environment. These AI technologies also enable autonomous plat-
forms and systems as well as manned/unmanned teams to consume multiple 
inputs quickly, autonomously adapting to changing circumstances. Going big 
has implications for readiness as well. Machine learning can improve the pro-
cessing of decades of training results and after-action reports to better focus 
future learning curriculum, improving readiness as a result. 

But AI applications are also designed to “go small”—to create tailored solu-
tions that optimize the efficiency and effects of individuals or individual sys-
tems—reflecting the versatility of the technologies of interest to the national 
security community. Take, for example, using AI to develop customized train-
ing syllabi for individual students based on a small set of training interactions; 
or AI-enabled exoskeletons that adapt to each individual’s body and move-
ments; or using data from ground vehicle fleets and individual platforms to 
establish predictive maintenance models for specific vehicles. 

The Double-Edged Sword of Data. Access to more reliable data can lead to 
machine learning algorithms that perform better. Even over the relatively short 
history of DoD’s computer vision/object recognition effort known as Project 
Maven, accuracy improved with experience and exposure to more data.48 

But the importance of data also confers competition for, and perhaps 
more importantly to the discussion of US strategy for AI and national secu-
rity, vulnerability. Data is a critical point of failure for AI technologies. As 
such, it is an attractive target for both state and non-state actors to under-
mine US efforts to use AI to more effectively anticipate, deter, dissuade, 
degrade, and defeat the expanding range of threats to US security, stability, 
and prosperity. Corrupted or biased data can create algorithms that behave 
in unexpected or counterproductive ways, generating difficult to detect 
tactical, operational, and strategic challenges. 

Ethics and Safety. Issues of ethics and safety go beyond even data cor-
ruption, which is an issue whose importance is difficult to overstate. But AI 
technologies themselves are neither good nor bad, and normative judg-
ments about AI must be based on how the technology is employed, who 
is employing it, and for what purpose, more than a theoretical concept of 
what effects the technology could deliver. Individual technologies—facial 
recognition, for example—will have applications that sit at various points on 
the ethical spectrum, placing a premium first on reinforcing existing legal 
protections related to privacy and liberty, but also on establishing applica-
tion and context-focused regulatory frameworks for determining the ethi-
cal use of AI in support of US national security. 

In addition, ensuring that AI is “safe” and generates intended behaviors 
and outcomes is also critical to the effective and efficient incorporation 
of AI in any setting, but especially in national security and defense where 
the stakes can be particularly high. Creating reward functions for AI sys-
tems (and again ensuring the accuracy and completeness of data) that 
align human intent and machine action is an important component of AI 
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development for national security. 
Benefits of AI. It is easy to become consumed by the nuanced ethical issues 

surrounding AI and, in the process, lose sight of the benefits AI-enabled capa-
bilities can provide for increasing advantages vis-à-vis competitors and also 
for defending the United States and its allies from novel AI-enabled threats. 

NATIONAL SECURITY APPLICATIONS FOR AI
The list of national security applications of AI technologies is likely to expand 
beyond those included in the framework above as technologies mature and 
organizations become more deft at adapting these technologies. Ethics and 
safety issues will—and should—constrain some actors, including the United 
States. Key US competitors and non-state actors will be constrained more by 
the limits of human imagination than human ethics, meaning that the appli-
cations of AI for which the US national security community must prepare will 
expand as AI technologies mature, scale, and diffuse. 

In the examination of each category, this paper explores why militar-
ies and DoD specifically are interested in these individual AI applications 
and the effects they enable. The strategy paper also offers several exam-
ples of technologies and capabilities in development, including by commer-
cial industry and applied research. The examples cited are indicative, not 
exhaustive, given the amount of accelerating and intensifying activity tak-
ing place in and across these application categories. 

Intelligence and Decision-Making: 
Enhancing Processing and Cognition
The information revolution and deployment of 
pervasive sensors—both in operational envi-
ronments and in everyday life—has greatly 
expanded the amount of useful information 
available to national security and intelligence 
communities. Dealing with this expanding and 
accelerating flow of information is overwhelm-
ing traditional manual processing efforts and 
soaking up a growing amount of the energy and 
effort of national security community personnel. 

In a July 2017 speech to the Air force Association 
in washington, DC, United States Air force Chief 
of Staff David Goldfein effectively captured both 
the challenges associated with manual intelligence 
processing in the information age and the promise 
offered by more complete integration of machine 
learning into intelligence processing and analy-
sis activities.49 Machine learning in the analysis of 
social media, for example, will reduce this burden 
by performing “that upfront analysis so that by the 
time it gets to the human level of analysis we’ve 
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important and immediate 
security applications of AI 
is to speed up the OODA 
Loop (created by Colonel 
John Boyd USAF (ret.)), in 
response to fast-moving 
changes in the strategic and 
operational environment. AI 
technologies are particularly 
relevant to accelerating the 
first two elements of this 
process. 
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already refined it and focused it.”50

Or, as a 2018 article coauthored by Lieutenant General Jack Shanahan (for-
merly head of Project Maven and now head of DoD’s Joint Artificial Intelligence 
Center) and Cortney weinbaum entitled “Intelligence in a Data-Driven Age” 
explained: “Artificial intelligence and machine learning provide opportunities 
to accelerate through every step of the OODA loop [see figure 2] by making 
sense of data in real time as the data arrive, evaluating options and initiating an 
action in milliseconds, and acting . . . Machine learning offers new opportunities 
to shrink the first two phases of the OODA loop, greatly increasing the poten-
tial for humans to accelerate decision-making and taking action.”51 

DoD’s Project Maven was the most high-profile effort aimed at incor-
porating machine learning processing of information into a human-
guided process. The effort used computer vision to autonomously extract 
objects of interest from videos or imagery gathered by unmanned sys-
tems to enable humans to do “twice as much work, potentially three times 
as much, as they’re doing now,” according to Colonel Drew Cukor, the chief 
of the Algorithmic warfare Cross function Team within the Office of the 
Undersecretary of Defense for Intelligence.52 

The project is most known for Google’s 2018 decision to not renew the 
contract when it expired in 2019 due to ethical concerns of a large number 
of company engineers. Nonetheless, the program itself is reportedly set to 
go forward with another provider that will actually leverage an off-the-shelf 
Google Cloud Platform to support some workloads.53 More importantly, the 
program is just the first step of what will be many DoD efforts to incorporate AI 
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into its intelligence processing workflow. 
According to June 2018 comments from General James Holmes of the 

USAf Air Combat Command, AI-supporting intelligence processing “is 
a big part of our future and you’ll continue to see that expanded.” Project 
Maven was just among “the first steps in bringing learning machines and 
algorithms in to be able to allow people to focus on things that people do 
best and let the machine do that repetitive task.”54 

Keeping humans focused on things that people do best is key to optimiz-
ing AI’s value across the stages of the traditional intelligence cycle, espe-
cially as machine learning and other AI technologies are integrated more 
prominently into this cycle [see figure 3]. Intelligence tradecraft, alterna-
tive and structured analysis efforts, assumption challenging, and refined 
analytical filters will still be necessary for the dynamic and responsive task-
ing of machines and developing effective situational awareness. These skills 
and experience may even become more important in spotting data corrup-
tions and offering feedback on how best to optimize the human-machine 
teaming in the intelligence cycle. 

Training and Simulation
Closely related to AI enablement of improved human cognition is the use of 
AI technologies to support training and simulation efforts and, as a result, 
better decision-making and readiness. 

from a training perspective, machine and deep learning are already offer-
ing means of developing highly customized training curricula for individ-
uals. The US Air force Air Education and Training Command (AETC) Pilot 
Training Next program’s use of an AI trainer to evaluate not only student per-
formance but also how each individual student learned led to thirteen of the 
twenty pilots that took part in the trial graduating in “half the time it normally 
takes to complete USAf’s Air force Specialized Undergraduate Pilot Training 
course.”55 The program is now seeking input from industry to improve 
machine learning algorithms and biometric sensors to better “keep pace with 
student progress.”56 In addition, deep learning is supporting training by ana-
lyzing the large amounts of data and after-action reviews generated by train-
ing exercises and war games over the course of the career of an individual 
soldier or larger unit. 

But it is in AI-supported simulations where momentum and interest are  
especially strong, across the DoD and within other defense and security com-
munities. The boost in simulation fidelity and complexity achieved through 
AI is seen as a strategic and operational discriminator, enabling defense and 
security communities to better plan for, deter, and respond to the complex 
and layered challenges of modern operating environments, hybrid warfare, 
and the integration of more advanced capabilities, especially AI-enabled 
capabilities. As the director of data science, models, and simulations for the 
U.S. Army’s Training and Doctrine Command (TRADOC) noted in early 2018, 
“If we can marry big data and AI with [modeling and simulation] . . . that’s an 
unbeatable advantage for not only the nation but our DoD and where we’re 
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trying to go. I’m really excited about the potential here.”57 
The recognition of the value of big data and AI applications can have for 

readiness is not only a US government or DoD phenomenon. Some defense 
communities are looking to AI and associated big data analytics tools to pre-
pare for evolving, layered, and complex external threats to security and sta-
bility while other states are betting that AI-powered simulations will help 
overcome a strategically affecting lack of operational experience. 

In September 2016, the European Defence Agency (EDA) launched a study 
known as Big Data in Defence Modelling and Simulation (BIDADEMS) aimed 
at better understanding how big data and deep learning could “potentially 
help to provide simplified military simulation designs, generate more realistic 
simulation scenarios and environments, improve the exploitation of simula-
tion results or provide new opportunities for [modelling and simulation] M&S 
support to military test and evaluation (T&E) activities.”58 

The program led to a series of high-level recommendations that stressed 
incorporation of cloud computing, nonrelational databases, data analytics, 
and visual analytics into future modeling and simulation activities. It also 
led to a follow-on modeling and simulation program known as MODSIMMET 
that seems largely to be inspired by Russia’s demonstrated capacity 
to exploit the fusing states of peace and conflict in Georgia, Crimea, and 
Ukraine. According to the EDA, MODSIMMET’s focused objective was to 
use big data and AI-supported war games to better anticipate and manage 
“very complex scenarios like hybrid warfare.”59 

AI-enabled war-gaming and simulation models are of particular interest 
and utility to China, but for a different reason. China has not been involved in 
a military conflict since its 1979 war with Vietnam, and this lack of operational 
and command experience along with a rigid and centralized command struc-
ture are frequently cited as a vulnerability for China’s military. That the United 
States has been at war since 2002 and presumably has learned from these 
experiences only magnifies this lack of experience and increases the need for 
more realistic AI-enabled war games and simulations.

China is also exploring simulations in which human operators compete 
against AI, an approach that allows human commanders an opportunity to 
develop new decision-making models based on AI player successes and fail-
ures. According to Elsa B. Kania, an adjunct senior fellow at the Center for 
a New American Security and a doctoral student at Harvard University, the 
China Institute of Command and Control cosponsored a national Artificial 
Intelligence and war-gaming forum at National Defense University’s Joint 
Operations Academy in September 2017. The exercise debuted a Chinese 
Academy of Sciences Institute of Automation-developed AI system called 
Prophet 1.0, which competed against humans in the exercise. The system 
defeated human teams “seven to one,” providing useful data on what vulner-
abilities in human decision-making the AI exploited and how and when these 
advantages were gained.60  

Kania asserts that “going forward, the PLA’s evident interest in the applica-
tion of AI to war-gaming constitutes a notable direction of development” and 
that “these activities can produce data that is valuable to training AI systems 
for advances in war-gaming and novel techniques for decision-making.”61
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Autonomous Platforms and Systems 
The most discussed application of AI for defense and security has traditionally 
been enhanced autonomy, including autonomy that over time will allow plat-
forms and systems to respond and adapt to dynamic and complex environ-
ments either with greatly reduced human intervention or absent it altogether. 
Applications of AI in support of autonomous platforms and systems typically 
focus on four related areas: autonomous platforms, lethal autonomous weap-
ons systems, swarms, and manned-unmanned teaming capabilities.

Autonomous Platforms and Lethal Autonomous Weapons Systems

The quest for heightened autonomy of individual unmanned air, ground, 
surface, and undersea vehicles has long been a priority for militaries (not 
to mention the automotive industry, further underscoring the connections 
between commercial AI development and emerging military requirements). 
At the end of the 2010s, many of the most advanced militaries in the world 
are coming closer to achieving this objective.  

Reports of China’s efforts to develop “large, smart, and relatively low-cost 
unmanned submarines that can roam the world’s oceans to perform a wide 
range of missions”62 and the March 2019 revelation of plans for a fully auton-
omous underwater base run by autonomous machines reflect the grow-
ing size and sophistication of autonomous platforms and the infrastructure 
required to support these assets. The US Navy request of over $400 million 
for two large Project Overlord unmanned surface vehicles to be purchased 
in 2020 is another example of this trend.63 

As autonomous platforms become more viable in a broader range of mis-
sions, discussion of killer robots and the ethics of lethal autonomous plat-
forms and weapons necessarily intensifies. 

No defense or security application of AI is debated more across disci-
plines than lethal and fully autonomous weapons systems due to the imme-
diate ethical concerns over removing humans from lethal OODA loops. 
Multiple groups of esteemed leaders in science, technology, business, and 
politics publicly expressed their disquiet about autonomous weapons cit-
ing the potential for a destabilizing AI arms race and the erosion of barri-
ers for, as a 2015 letter signed by Stephen Hawking and Elon Musk noted, 
“tasks such as assassinations, destabilizing nations, subduing populations, 
and selectively killing a particular ethnic group.”64 

The United Nations has taken up the debate. In September 2018, the 
United Nation’s Convention on Certain Conventional weapons discussed 
an outright ban on fully autonomous weapons. The United States, Russia, 
South Korea, Israel, and Australia all thought the ban premature, suggesting 
a formal treaty on autonomous weapons systems should be informed by 
additional research into their potential security benefits.65 

Despite resistance to banning LAwS, current US policy on autonomous 
systems is articulated through DoD Directive 3000.09, which requires that 
all weapons systems employ a “human in or on the loop” architecture.66 
weapons platforms, such as fully autonomous weapons, that do not fall in 
either category are subject to a senior-level weapons review process. 
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However, in february 2019, the Army Contracting Command released a call 
to industry and academia to submit ideas to help build its Advanced Targeting 
and Lethality Automated System (ATLAS) ground combat vehicle. ATLAS will 
be designed to incorporate AI and machine learning to provide autonomous 
targeting capabilities enabling the system to “acquire, identify, and engage 
targets at least 3X faster than the current manual process.”67 The system is 
not thought to be fully autonomous as currently envisioned. The AI will be 
employed to speed up the “observe” and “orient” portions of the OODA loop, 
leaving more time in rapidly unfolding and high-pressure operational environ-
ments for humans to make decisions about what to target and when to fire. 

Still, the announcement has reinforced concerns among many scientists, 
researchers, and industry about the slow and steady move toward fully auton-
omous weapons systems. Industry pushback forced the Army to release a 
revised call in March 2019 that included DoD-recommended language that 
emphasizes human control of lethal robots.68 US competitors are unlikely to be 
similarly constrained, however. 

Swarms

One of the most active areas of military AI research is in the development 
of autonomous swarms that consist of several to dozens or hundreds linked 
and networked unmanned systems, potentially operating across multiple 
domains: air, ground, sea, space, and cyberspace. 

Individual systems within a given swarm will have specific functions—
decoy, strike, air defense suppression, surveillance, electronic warfare—but 
all unmanned systems in the swarm will communicate with each other to 
carry out a mission. Humans may provide the broad parameters of the mis-
sion—identifying targets to be addressed, for example—and program the 
platforms, but the swarm will have the capacity to cognitively adapt to 
adversary countermeasures and a changing context. 

Swarms are disruptive because they are autonomous, networked, and 
numerous. The combination of the ability to saturate air defenses, commu-
nicate and coordinate with one another to optimize mission performance, 
and autonomously adapt to changing operational environments allows 
swarms to be used in support of an exceptionally broad set of missions, 
including ground strike, intelligence, surveillance, and reconnaissance, and 
air-defense suppression, among others. 

Both China and the United States have already successfully demonstrated 
military drone swarm technology—albeit at a relatively rudimentary technol-
ogy-demonstrator level in uncontested environments. Among the growing 
number of examples, the US Air force tested a swarm of 108 Perdix micro-
drones released from an f/A-18 Super Hornet in 201769 while China state-
owned enterprise CETC tested a swarm of fixed-wing drones in June 2017.70 

Other states are trying to catch up as the benefits of this AI-enabled 
capability become more evident and feasible. In february 2019, then-Min-
ister of Defence for the United Kingdom Gavin williamson announced that 
the UK would deploy “swarm squadrons” of drones by the end of 2019.71 
williamson’s apocryphal timeline has subsequently been corrected and 
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extended out to the middle of the 2020s, but work on the concept contin-
ues. In April 2019, the MoD’s Defence and Security Accelerator awarded a 
£2.5 million contract ($3.2 million) to further develop drone-swarming tech-
nology. The announcement came only weeks after the MoD announced a £31 
million investment in minidrones, to include minidrone swarms.72 

A more tangible and immediate example of the diversity of drone swarm 
programs and pace of their development was seen at the November 2018 
Zhuhai Air Show, China’s premier defense exhibition. Among multiple 
swarming concepts demonstrated at the show was China North Industries 
Corporation’s (NORINCO) tactical concept for the use of swarmed strike-capa-
ble, multirotor unmanned aerial vehicles (UAVs), according to Jane’s Defence 
Weekly. The UAV swarm was advertised as being effective against multiple tar-
gets, including “armored vehicles, artillery systems, radar, military and storage 
facilities, communication hubs, aircraft shelters, and logistics support lines.”73 

The AI, communications, and electronic warfare (Ew) defense technologies 
and operational concepts behind drone swarms need to develop in order for 
swarms to operate in contested environments. However, successful demon-
strations of UAV and unnamed surface vehicle (USV) swarms and mount-
ing interest in the capability suggest a highly prioritized “skate to where the 
puck is going to be” capability. As one engineer who supported a record-set-
ting June 2017 test of a swarm of 119 swarmed drones by CETC noted to China 
state-run media, swarms “will change the rules of the game.”74

‘Loyal Wingmen’ and Manned-Unmanned Teaming 

Research on autonomous systems has facilitated development of new capa-
bilities and applications that pair manned and autonomous unmanned 
ground, air, surface, and undersea platforms and systems. 

In the air domain, DoD has considered the “loyal wingman” concept for 
several years, including an approach that would pair a manned f-35 with 
unmanned f-16s with sufficient autonomy to “complete all basic flight oper-
ations untethered from a ground station and without full-time direction from 
the manned lead.”75 More recently, the US AfRL has unveiled two low-cost 
attritable76 UAV technology demonstrator programs—Skyborg (Boeing) and 
Valkyrie (Kratos)—that incorporate different degrees of autonomy in support 
of manned aircraft.77 In May of 2019, DARPA briefed industry on a similarly 
scoped program known as the Air Combat Evolution (ACE) program. ACE 
will enable one human pilot to “become a more deadly warfighter by leading 
several semiautonomous artificially intelligent unmanned aircraft, all from his 
own cockpit.”78 

Human Performance Enhancement
Developments in AI technology are intersecting with progress in other 4IR 
technologies such as neuroscience, bioscience, virtual and augmented real-
ity, smart materials, and robotics to capitalize on the fusion of the physical 
and digital, of humans and machines. The objective? To improve the cognitive 
capacity of individual operators; advance the ability of humans to interact 
with machines; and provide additional endurance, recovery, healing, physical 
capacity, and safety. 
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Machine-Human Intelligence 

In 2015, Ray Kurzweil, the chief engineer at Google, predicted that, by 2030, 
humans would be “hybrids,” meaning that the human brain would be con-
nected to the cloud and, as a result, “our thinking then will be a hybrid of 
biological and non-biological thinking.”79 

Among, DoD’s efforts at understanding and unlocking the potential of 
machine-human intelligence is DARPA’s Offensive Swarm Enabled Tactics 
(OffSET) program, which is pursuing solutions for small military units oper-
ating in urban environments to work closely with swarms of up to 250 
drones.80 Desired outcomes are ambitious, but reflective of the potential of 
AI to increase squad effectiveness through enhanced human-swarm team-
ing, including: “interface modalities such as pan and touch, gestures, or even 
speech for intuitively conveying commander’s intent through swarm tactics.”81

Of course, the United States is not the only country interested in the 
intersection of machine and human intelligence. On October 10, 2018, 
at the Association of the US Army (AUSA) Exhibition in washington, 
DC, Lieutenant General Robert Ashley, the director of the US Defense 
Intelligence Agency (DIA), suggested that China’s efforts to use neural nets 
to teach machines to think is part of a process that will inevitably include 
“the integration of human and machines.”82 China’s government is already 
funding academic research in this area, according to Kania: “The PLA’s 
Academy of Military Science has focused on advancing military-civil fusion . 
. . in brain science research, including to explore options to enhance human 
capabilities for battlefield perception and decision-making.”83

Exoskeletons and AI

Exoskeletons are wearable technologies that help individual soldiers reduce 
fatigue and enhance endurance, safety, and strength. The US and Russia 
are considered global leaders in exoskeleton development, and the Russian 
EO-1 passive exoskeleton was reportedly used in Syria in March and April 
2017 to support mine-clearing operations in Palmyra.84 

The US Army is seeking to gain advantage in this competition and more 
importantly develop a capability that can enhance warfighter performance 
by building in AI that will make exoskeletons responsive to the parameters 
of individual bodies and movements. 

In late November 2018, the US Army Natick Soldier Research Development 
and Engineering Center awarded a two-year, $6.9 million contract to 
Lockheed Martin to further develop the ONYX exoskeleton system. ONYX is 
a powered, lower-body exoskeleton that uses electromechanical knee actu-
ators, a suite of sensors, and an AI computer to boost human strength and 
endurance.85 Keith Maxwell, exoskeleton technologies program manager at 
Lockheed Martin, is quoted by Defense One as saying that the AI “is learning 
the soldier’s gait. The longer the [soldier] is in the system, the system opti-
mizes to push him along through that process.”86 

More progress is being made in academia in demonstrating the value of 
using AI in exoskeletons to make the systems tailorable and more efficient. 
Researchers at Harvard University are developing “a soft exosuit” that helps 
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individuals move with minimal effort. The system embeds AI to sync machine 
and human movements and to make sure the suit is tailored to each individ-
ual. There is no evidence that Harvard’s research is focused on military or 
security applications—the medical and health care industry as well as other 
sectors that require physical exertion and lifting also have understandable 
interests in the technology. Clearly DoD will be interested in developments 
emanating from this and related academic and industry research. 

Logistics and Maintenance: Predictive Maintenance
AI has significant potential to improve maintenance, repair, and overhaul 
activities by identifying impending problems in equipment before they 
occur, reducing maintenance costs, and increasing readiness. 

Predictive maintenance uses AI software to accumulate data from sen-
sors and monitor anomalies during routine functioning to determine issues 
and request human input or intervention.87 As with exoskeletons, one of 
the main values of predictive maintenance is customization—in this case of 
maintenance and repair models. Data collected across entire fleets of thou-
sands of individual vehicles are the foundation for predictive models, but 
these models are further refined based on data taken from each individual 
platform, which will have its own operations history and therefore unique 
maintenance needs. 

DoD’s focus on predictive maintenance was highlighted in the recently 
released AI strategy document, which included a specific mention of 
“implementing predictive maintenance” as one of three examples of prior-
ity areas for AI incorporation into DoD mission areas. The document also 
included examples of how predictive maintenance applications are sup-
porting US forces and driving efficiencies. According to the strategy doc-
ument, “The Defense Innovation Unit (DIU) and the US Air force are 
working together and with the JAIC to produce prototypes of Predictive 
Maintenance solutions and to scale successes. These commercially devel-
oped AI-based applications have the potential to predict more accurately 
maintenance needs on equipment such as the E-3 Sentry, f-16 fighting 
falcon, f-35 Lightning II, and Bradley fighting Vehicle, thereby improving 
availability and reducing costs.”88 

Cognitive Sensing, Communications,  
and Electronic Warfare
The ability of the US military to freely operate and access the electromagnetic 
spectrum is critical to its overall ability to deter and dissuade challenges, com-
petitor and adversary risk-taking, and to defeat adversary forces if necessary. 

As former Chief of Naval Operations Admiral Jonathan Greenert described 
in 2016:

The electromagnetic spectrum is an essential—and invisible—part of 
modern life [military and civilian]. Our military forces use wireless com-
puter networks to coordinate operations and order supplies, use radars 
and sensors to locate each other and the enemy, and use electronic 
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jammers to blind enemy radars or disrupt their communications. With 
wireless routers or satellites part of almost every computer network, 
cyberspace, and the electromagnetic spectrum now form one continu-
ous environment.89

This “essential—and invisible”—environment has become increasingly con-
gested and contested over the last decade, driving demand for new capabil-
ities that can sense and diagnose challenges to efficient use of the electro-
magnetic spectrum. 

AI-enabled cognitive radar, sensors, and radios are able to intelligently 
detect traffic on congested bandwidths and autonomously adapt to achieve 
superior performance in functionality, whether that is detection, tracking, or 
transmission. 

One mission-critical example of cognitive capabilities—in this case band-
width management—is seen in the National Institute of Standards and 
Technology (NIST) efforts to use AI to better monitor use of the primar-
ily military bands. Commercial companies seek to leverage the 3.5 giga-
hertz band but are required to yield when military requirements are high. 
Detecting when offshore military assets like ships are operating—and there-
fore when commercial companies must yield—can be a challenge. Currently 
used energy detectors are “not discriminating enough to consistently get it 
right, sometimes confusing other radio frequency signals as radar or miss-
ing the radar signatures altogether.”90 According to NIST research, AI algo-
rithms “appreciably outperformed the energy detectors” in determining 
when this high-value band would be open and for how long.91

Cognitive Electronic Warfare 

Cognitive electronic warfare (Ew) capabilities are also helping the DoD 
better operate in a contested electromagnetic (EM) spectrum.

China and Russia have developed more advanced Ew weapons that chal-
lenge US capability to operate freely across the electromagnetic spectrum. 
Russia’s efforts to jam Global Positioning System (GPS) signals between 
October 16 and November 7 during NATO’s 2018 Trident Juncture exercise in 
Norway92 is indicative of the open competition playing out in the EM spectrum. 

Cognitive Ew is DoD’s answer to managing the escalating Ew threat. 
Cognitive Ew programs, such as DARPA’s Behavioral Learning for Adaptive 
Electronic warfare93 and Georgia Tech Research Institute’s Angry Kitten 
program, use machine learning to allow Ew systems to observe a threat 
system and then characterize that adversary system “on the fly.” Once char-
acterized, the machine learning system is able to then devise and deploy 
a countermeasure in real time. Cognitive Ew can also perform Ew-related 
battle damage assessment and alter its countermeasures based on adapta-
tions in the adversary’s radar or Ew activities.94 
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Competition in and Exploitation of the Information 
Domain: Cyber Security and Deepfakes

Cyberattack and Defense

The intersection of commercially available and easily diffused AI technolo-
gies and the reliance on the information/cyber domain is particularly concern-
ing for defense and security planners. AI-infused cyber threats can be excep-
tionally difficult to detect, attribute, and deter through the traditional means of 
“military-technological overmatch.” 

In february 2018 researchers at seven think tanks and universities, including 
Oxford and Cambridge universities, the Center for New American Security, and 
OpenAI, released a report entitled “The Malicious Use of Artificial Intelligence: 
forecasting, Prevention and Mitigation.” The report argued that “the use of AI 
to automate tasks involved in carrying out cyber-attacks will alleviate the exist-
ing trade-off between the scale and efficacy of attacks. This may expand the 
threat associated with labor intensive cyber-attacks.”95 

By incorporating easily diffused AI software, cyber operations have the 
potential to be in a constant state of rapid attack, “seeking to penetrate as 
many networks as possible and then lie in wait for strategic moments of 
exploitation.”96 

Perhaps even more worrisome is the prospect of targeted machine learn-
ing-fueled cyberattacks that autonomously avoid even state-of-the-art 
defenses and remain dormant until they reach a specific target, which itself 
may be identified through AI applications such as facial or voice recognition.

Targeted cyberattacks are not new, but what is alarming about modern 
tailored cyberattacks is just how accessible the software required to craft 
them has become. At the Blackhat USA 2018 Conference, International 
Business Machines Corp. (IBM) revealed its DeepLocker effort to test the 
effectiveness of a deep neural network-enabled targeted malware. The 
IBM team used a hacked version of a videoconferencing software that used 
AI-supported malware to avoid detection and to exhibit “benign behav-
ior” at nontargets.97 It only released its malware when it detected the face 
of the target, using facial recognition software embedded in the malware. 
IBM listed a series of other attributes that such malware could be trained to 
detect to determine its target, such as audio, user action, geolocation, soft-
ware environment, sensors, and physical environment.

 “we have a lot of reason to believe this is the next big thing,” DeepLocker 
research head Marc Ph. Stoecklin is quoted by Reuters as saying. “This may 
have happened already, and we will see it two or three years from now.”98 

But the news is not necessarily all bad for those concerned about the 
intersection of AI and cyberconflict. first, the policy focus should be on 
ensuring AI use does not continue to make cyberspace an offensive-dom-
inated environment. Machine learning and deep learning can serve in a 
cyberdefense role as well, particularly in iteratively and more rapidly review-
ing network data to identify, classify, remediate, and mitigate vulnerabili-
ties. In fact, the IBM DeepLocker team’s suggested remedies for “AI lock-
smith” attacks included AI-based solutions such as “AI usage monitoring” 
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and “AI lockpicking.” Vulnerabilities will persist, but speeding up the pace 
of identifying these vulnerabilities will be a highly salient area of use for AI 
(and specifically machine learning) systems. Second, the democratization 
of cyberspace and adoption of AI applications will increase the number of 
nefarious actors. US AI policy should emphasize threat management by US 
agencies at risk of being overwhelmed by attacks.

Ultimately, even though AI applications for cybersecurity are still matur-
ing, AI is, as one technology industry expert noted, “transforming the indus-
try, and we can expect to see a number of trends come to a head, reshaping 
how we think about security in years to come.”99

Exploitation of the Information Domain: Disinformation 
Campaigns, Influence Operations, and Deepfakes

AI also provides tools that will greatly enhance the capacity of actors to 
design, target, and deliver focused and tailored disinformation campaigns 
and influence operations. AI researcher and blogger francois Chollet 
believes the most worrying application of AI technologies is “the highly 
effective, highly scalable manipulation of human behavior that AI enables, 
and its malicious use by corporations and governments . . . This risk is 
already a reality today, and a number of long-term technological trends are 
going to considerably amplify it over the next few decades.”100 Lieutenant  
General Shanahan and weinbaum raise this concern as well, arguing that 
“widespread integration of machine learning and AI will present new 
opportunities for deception resulting from data that have been altered or 
manipulated. Counter-AI will become prevalent while influence operations 
will take on new dimensions that have yet to be fathomed.”101 

The USG—well-beyond DoD—views deepfakes as a particularly worri-
some application of the deceptive and manipulative use of deep learning, 
given the political and societal fissures in the United States and its allies 
that other competitors have already exploited. 

Deepfakes can be used to create realistic face and/or voice swaps in 
images or videos. AI is used to help stitch the replacement image onto the 
original. Imagine videos of political figures saying or doing things that they 
did not say or do being injected into a world in which distinctions between 
reality and perception are not relevant, in which facts have given way to 
preferred interpretations.  

This is not a distant hypothetical. University of washington researchers 
were able to create a “synthetic Obama” in 2017 using neural networks to 
model the former President’s mouth and then mapped their model to four-
teen hours of footage and audio of Mr. Obama to capture voice and mouth 
movements. The synthetic Obama was able to say anything that the real 
Obama had said in those fourteen hours of audio as well as to say anything 
an impersonator could say, opening up the possibility for the use of this 
technology to release intentionally misleading or distorted statements from 
any political leader.102 A doctored video of House Speaker Nancy Pelosi in 
which she appeared to stumble drunk while slurring words was a relatively 
unsophisticated version of this cognitive attack, yet still attracted national 
attention in May 2019.103
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In September 2018, US Representatives Carlos Curbelo (R-fL), Stephanie 
Murphy (D-fL), and Adam Schiff (D-CA) sent a letter to then-Director of 
National Intelligence Dan Coats urging US intelligence agencies to investi-
gate the rise of deepfake photos and videos that “malicious foreign or domes-
tic actors” would be able to use to easily spread misinformation and propa-
ganda. According to the letter, “by blurring the line between fact and fiction, 
deep fake technology could undermine public trust in recorded images and 
videos as objective depictions of reality.” The problem of deepfakes is trou-
bling enough that Google is working with DoD to better understand ways to 
determine whether a picture or video has been tampered with.104

As with targeted cyberattacks some of the building blocks for deepfakes 
are no longer the exclusive property of nations or even commercial orga-
nizations. Among the many deepfake apps now available commercially is 
fakeApp, which leverages face-swapping algorithms to help anyone who can 
download the app to manipulate actual video or voice footage or photos for 
whatever motive—whether it be humor, revenge, extortion, or political influ-
ence and disruption. A quick search on YouTube brings up links to several 
tutorial videos on how to install and use fakeApp and other deep-fake apps. 

Indeed, recent reporting indicates criminal groups are incorporating 
deepfakes. According to the wall Street Journal, in March 2019, a British 
energy company’s executive wired €220,000 ($243,000) purportedly 
to a supplier in Hungary at the apparent urgent request of his boss.105 The 
request came via a phone call that used an AI-based software that imi-
tated the sound of the executive’s boss’s voice, “and not only the voice: the 
tonality, the punctuation, the German accent.”106 The money was wired to a 
Hungarian bank and has since been transferred to Mexico and other loca-
tions throughout the world.107 

Adversarial Examples

Adversarial examples are inputs to machine learning models and neural 
networks that an attacker has intentionally designed to cause the model to 
make a mistake. Artfully crafted adversarial examples are particularly chal-
lenging not only because they generate “optical illusions for machines,”108 
but also because the disconnect between the physical world reality sup-
posedly being captured in an image and the manufactured perception the 
adversarial example has created is extremely difficult for either humans or 
machines to detect. Adversarial examples actually exploit the ways in which 
neural networks “see” and identify images. 

The disruptive applications of adversarial examples are myriad. In a 
strictly military context, they can trick a neural network into seeing physi-
cal objects or aspects of landscape that do not exist or are, in fact, some-
thing else. At a tactical and operational level, the advantages conferred by 
the ability to change the images of the physical landscape on which mili-
tary planners rely are clear: creation of features that do not exist, such as 
bridges, can alter tactical decision-making while shifting the nature of a 
building from, say, a hospital to a military target, with potentially devastat-
ing human and strategic consequences. 



39

A fRAMEwORK fOR UNDERSTANDING APPLIED AI

Moreover, the use of adversarial examples outside of the explicitly military or 
security context could pose precisely the sort of threats to the faith in govern-
ment’s ability to keep up with modernity that are appealing in a world in which 
states of peace and conflict are fusing. As Todd Myers, automation lead for the 
CIO-Technology Directorate at the National Geospatial-Intelligence Agency, 
was quoted as saying by Defense One in March 2019: “Imagine Google Maps 
being infiltrated with [adversarial examples], purposefully.”109

Security and Surveillance
In his 1962 Rice University speech articulating US commitment to putting 
a man on the moon by the end of the 1960s, President John f. Kennedy Jr. 
rightly claimed that “space technology, like nuclear technology and all tech-
nology [emphasis added], has no conscience of its own.”110

for all of the considerable scientific and technical appeal and potential 
benefits which AI technologies can bring to the pursuit and maintenance of 
stability, security, and prosperity, many of the applications of AI bring with 
them both immediate and longer-term ethical challenges and implications. 

Much like LAwS, applications of AI for security and surveillance can 
straddle the ethical AI line, falling on one side or the other largely based on:

 � the context and purpose of the employment of AI technology;
 � the identity of the organization employing it;
 � whether and how collected data are stored and who has access 

to that data and under what circumstances;
 � who the technology is deployed to monitor;
 � the quality of the technology itself; and  
 � whether individuals know they are being monitored.

Implementation of facial recognition software offers a useful example. 
In late 2018, Rolling Stone magazine reported that pop music artist Taylor 
Swift had used facial-recognition software outside of her concert at the 
Rose Bowl. The camera was embedded in videos of Swift’s rehearsals play-
ing at a kiosk set up at the entrance of the stadium and was used to iden-
tify known stalkers. Images of everyone who looked at the footage was sent 
back to a security command center in Nashville, Tennessee, and cross-ref-
erenced against an existing database of individuals previously identified 
as Swift stalkers. Data associated with images that were not matches were 
reportedly not retained, meaning that only data pertaining to individuals 
previously identified as stalkers were retained.111

Even in this context, there was alarm that the monitoring was done in 
secret—meaning that no one attending the concert was aware that his or 
her image was being scanned and reviewed. There is also concern that 
facial recognition as part of event security could be used by law enforce-
ment to identify persons of interest in totally unrelated cases. During the 
2001 Super Bowl, for instance, facial recognition software identified nine-
teen attendees with outstanding warrants.112 That none of those individu-
als were subsequently arrested as a result of the software did not assuage 
fears about facial recognition dragnet operations. 
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The European Union’s (EU’s) Intelligent Border Control initiative (iBor-
derCtrl) offers another example of the nuance associated with implemen-
tation of these systems. The trial program uses “intelligent border guards” 
to support vetting of individuals entering three countries-—Latvia, Hungary, 
and Greece.113 The system’s most prominent feature is an avatar that asks a 
traveler from outside the EU a series of questions. “The AI software looks 
for subtle symptoms of stress as the interviewee answers. If enough indica-
tors are present, the system will refer the traveler to a human border guard 
for secondary screening.”114  

The system is most immediately and directly a response to concerns 
about the expanding and intensifying range of border security chal-
lenges in Europe. As George Boultadakis, project coordinator of European 
Dynamics in Luxembourg, is quoted on the European Commission website, 
“The global maritime and border security market is growing fast in light of 
the alarming terror threats and increasing terror attacks taking place on 
European Union soil, and the migration crisis.”115 

As with the use of facial recognition for event security in a liberal democ-
racy, there are significant comfort of use issues for iBorderCtrl and other 
applications for point-of-entry security: 

 � robustness of legal protections—in place to ensure safe and eth-
ical use

 � bias—the system cannot discriminate or mischaracterize expres-
sions or voice intonation based on race or other inherent factors

 � the fate of the data—destroyed is preferable to retained and if 
the data are retained there should be strict regulations about 
access and use

 � the context of use—point-of-use is preferable to extensive,  
pervasive, and omnipresent

 � targets—based on previously demonstrated illegal or suspicious 
behaviors would be generally preferable to AI that targets spe-
cific minority groups or all citizens in anticipation of or to track 
possible suspicious or “unpatriotic” behavior

The application of many of the same types of AI technologies at scale by 
the CCP for domestic security and surveillance purposes creates a different 
response compared with many liberal democracies. 

Reports of the use of facial recognition software across China, including 
in railway stations in Beijing and other major cities, as well as leveraging 
big-data analytics to help scour huge datasets to support the development 
of social credit scores are common.116

AI-fueled domestic surveillance is especially prominent in Xinjiang,117 and 
compulsory collection of Uighur biometric data has provided a larger and 
more accurate database that can be leveraged to identify and monitor this 
ethnic group.118 The New York Times reported in April 2019 that “documents 
and interviews show that the authorities [in China] are also using a vast, 
secret system of advanced facial recognition technology to track and con-
trol the Uighurs.” The combination of different types of AI technologies 
and big data analytics allows Chinese authorities to detect departures from 
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“normal” behavior among Muslims—and then to identify each supposed 
variance for further state attention.119

This sort of wholesale collection of sensitive personal data—both in China 
and elsewhere as the technology proliferates—furthers Orwellian visions of 
the future of the polity’s control of society. It also expands the vulnerability 
 of individuals to manipulation by non-state actors through the cyber-
theft of biometric data. This cyberrisk was realized in february 2019 when 
a Dutch cyberresearcher revealed that Chinese facial recognition company 
SenseNets had accidentally released a database with facial recognition and 
other personal data collected through its software’s use in China.120 

The use of AI for wide social surveillance and manipulation and as an 
instrument of political control constitutes a challenge to US values and 
ultimately to US interests and national security. The implications for US 
national security are magnified, though, by China’s proactive efforts to 
export AI-supported systems that have become so central to its own 
domestic surveillance and security efforts. In April 2018, the Global Times 
reported that the Chinese company Cloudwalk had signed a strategic coop-
eration framework agreement with the Zimbabwe government to export 
facial recognition technology as part of China’s Belt and Road Initiative. The 
deal includes support of development of generally beneficial systems such 
as a smart financial-service network. Cloudwalk will also help “introduce 
intelligence security applications at airports, railways, and bus stations” 
and, of most concern, “build a national facial database in Zimbabwe.”121

Figure 4: Big data analytics and facial recognition systems 
are being marketed at international defense exhibitions by 
Poly Group, a Chinese state-owned. 
SOURCE: TATE NURKIN 



42

A CANDLE IN THE DARK

GOALS AND ELEMENTS 
OF THE STRATEGY

The release of DoD’s AI strategy and the president’s executive order 
in february were welcome developments, recalling the flurry of 
government activity on quantum computing in September 2017. 
The AI announcements reflect a growing sense of urgency and pur-

pose in developing US AI strategy in support of US security and prosperity. 
Now is the time to build on this momentum by connecting and aligning 

the AI development approaches and initiatives across the US national secu-
rity community and government and identifying specific actions and objec-
tives for achieving the executive order’s vision for sustaining US advantage 
in AI development and exploitation. 

The strategy recommended in this document is built around five compo-
nents: direct, engage, govern, compete, and protect. These components 
are not unconnected. They overlap and intersect—in some areas quite sig-
nificantly. Measures to protect US technological advantage will support 
whole-of-government engagement with the US (and global) high-tech 
industry and is also an important element of US efforts to meet China’s geo-
political and AI competitive challenge. Being the global leader in AI ethics 
and safety—the main thrust of the govern component—supports US com-
petitive efforts vis-à-vis China as well. 
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GOALS OF THE STRATEGY
Across all five components, this strategy stresses USG leadership, a more 
risk-tolerant approach to incorporating AI into national security efforts, and 
proactive engagement between government agencies and with the US pri-
vate sector, allies, partners, and the international community. The strategy 
is designed to achieve three main objectives:

 � facilitate conditions and articulate guidance that will optimize 
the outputs of the US innovation ecosystem and high-tech 
industry in developing safe and trustworthy AI for the benefit of 
US security and prosperity

 � strengthen the United States and its allies in the global competi-
tion to develop and deploy advanced AI, especially in the US mil-
itary-technological competition with China

 � influence global development and, particularly, deployment 
of AI-enabled capabilities along a trajectory that is consistent 
with core liberal democratic values, principles, and priorities, 
namely maintenance of individual liberty, rule of law, privacy, and 
fairness

Specific recommendations are a mixture of actions the USG should stop 
taking, current approaches that the USG should continue, and new or 
enhanced approaches or information and analysis the USG should begin or 
create, especially in support of filling in knowledge gaps about AI develop-
ment in the United States and among allies and competitors. 

1
5

4 3

2

Selecting, developing, and integrating 
prioritized areas of AI technology to support 
urgent U.S. national security objectives, 
missions, and outcomes. This strategy 
component includes establishing protocols 
and standards for data sharing across the 
U.S. government and between the 
government and private sector 

DDiirreecctt

Optimizing the U.S. innovation system. 
Applied research, and high-tech sector 
to help ensure the stability, security, and 
prosperity of the United States and its 
allies and partners

EEnnggaaggee

Working with allies and partners and multi-lateral 
institutions to enforce standards and norms for AI 
safety and ethics

GGoovveerrnn

Proactive and focused 
measures to protect prioritized 

AI technologies and enabling 
software and hardware 

technologies such as 5G 
networks and semi-conductors, 

among others

PPrrootteecctt

Devising means of more 
effectively competing in the AI 

and broader military-
technological competition with 

China 

CCoommppeettee

Figure 5: The five components of an AI strategy for national security. 
SOURCE: TATE NURKIN AND STEPHEN RODRIGUEZ
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DIRECT

Prioritization of AI Technology, Capabilities, and Effects
President Trump’s february 2019 executive order was viewed by many pol-
icy makers and lawmakers as essential for laying the groundwork to capi-
talize on everything from national 5G communications, fusion with auton-
omous vehicles, and addressing emerging national security requirements.

It was hailed in some communities as the AI strategy for which policy 
makers and practitioners had been waiting, even if it lacked specificity, and 
ultimately, effective direction.

Daniel Castro, the director of the Center for Data Innovation, was quoted 
by the Federal News Network as welcoming the executive order, but urg-
ing the white House to “do more than reprogram existing funds for AI 
research, skill development, and infrastructure development . . . it should 
ask Congress for significant funding increases to expand these research 

President Trump’s executive order did not provide the specific guidance 
or direction on which AI-enabling technologies and, more importantly from 
a national security perspective, applications of these technologies, should 
be prioritized for funding. 

we recommend the following actions to support prioritization and inte-
gration of novel AI technologies and government facilitation of more open 
sharing of data across government as well as with the private sector: 

Prioritization
 • Align technology and capability priorities to ensure the 
security, stability, and prosperity of the United States, using 
an effects-focused framework

 • Invest in and protect AI-enabling technologies 
 • Develop an interagency survey to first understand and then 
leverage overlaps between AI priorities for national security 
and other government priorities.

Integration
 • Improve training and education about AI within the US 
national security community

 • form a Data Integration Task force led by the chief data sci-
entist out of the Executive Office of the President

Data Access
 • Go beyond the foundation for Evidence-Based Policy Act
 • Adapt—not adopt— the EU’s General Data Protection 
Regulation (GDPR)

“Direct” Summary and Recommendations



45

A fRAMEwORK fOR UNDERSTANDING APPLIED AI

efforts.”122 The executive order was more of a proclamation that served 
notice that the United States intended to expand and, at some point, focus 
efforts to support R&D of AI capabilities and devise approaches for mitigat-
ing the risks associated with this development. 

One thing it did not do is provide specific funding for agencies, though 
it did direct senior leaders to guide existing fiscal Year 2020 R&D funding 
toward white House priorities. The executive order,123 and the American AI 
Initiative it launches, lays out six strategic goals for agencies:

 � promote sustained investment in AI R&D with industry,  
academic, and international partners

 � improve access to high-quality and fully traceable federal data
 � reduce the barriers to greater AI adoption
 � ensure cybersecurity standards to minimize vulnerability to 

attacks from malicious actors
 � train the next generation of US AI researchers
 � develop a national action plan to protect the advantage of the 

United States in AI

The lack of guidance on funding and paucity of content that describes 
exactly how the white House and the USG as a whole should execute the 
new strategy leaves important unanswered questions. One such founda-
tional question was raised by Kelvin Droegemeier, the new head of the white 
House’s Office of Science and Technology Policy (OSTP), when speaking 
at the American Association for the Advancement of Science following the 
release of the executive order. According to Federal News Network report-
ing, Droegemeier thinks implementation of a broad interagency approach to 
AI research and development for national security would require a far better 
understanding of the current state of that research within the United States. 
The USG doesn’t have a clear headcount of how many researchers and insti-
tutions are actually working on AI across the government, the private sector 
and nonprofit sectors, according to this reporting, which says Droegemeier 
highlighted that the portfolio of AI-related fields covers everything from 
computer science and applied mathematics to industrial engineering, psy-
chology and ethics.124

Another gap in the executive order is the absence of bureaucratic mech-
anisms to ensure the interagency coordination that is mandated. The presi-
dent can establish his intent but without incentives to comply, agencies will 
continue to follow their own vision. Here, the Pentagon has shown strong 
leadership with its own implementation plan supported by allocated fund-
ing for AI development and a growing bench of expertise. The establish-
ment of the JAIC, the organization’s early efforts to engage academia and 
industry and “facilitate collaboration across the DOD,” and its focus on 
immediate priority national-mission initiatives such as cyber are reflections 
of the Pentagon’s leadership in this area.125 

These actions, while not amounting to a strategy in and of itself, are the 
highwater mark for agency progress across the government. The rest of the 
government mirrors the executive order’s tenor in its AI direction; that is to 
say, guidance without process or allocation of resources. 
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To fill this current gap in specific direction for AI investment and develop-
ment in support of US national security, the authors of this report recommend: 

 • Aligning investment priorities with key domain area competitions. The 
alignment of AI investment should be based on a clear understanding and 
articulation of the prioritized threats, missions, and disruptive effects the 
US needs to achieve to enhance the security and prosperity of the United 
States. 

Priorities would align roughly with the eight capability areas identified 
above with a particularly acute focus on: 

 � using AI technologies to better address the growing and 
potentially highly disruptive and layered challenge posed by 
AI-generated deepfakes and other AI-enabled disinformation 
campaigns as well as offensive cyberattacks;

 � deploying machine learning to support the processing of the 
abundance of information available to intelligence analysts, deci-
sion makers, and operators;

 � developing AI-enabled cognitive electronic warfare capabilities 
to maintain superiority in the invisible but important electromag-
netic spectrum;

 � utilizing AI across training and predictive maintenance appli-
cations to improve readiness of individuals and units to meet 
fast-moving threats and cope with multispectrum operating envi-
ronments; and

 � developing autonomous ground, air, surface, and undersea assets 
and the concepts and key technologies that enable greatly 
enhanced human-machine teaming.

 • Analyzing and mapping US innovation ecosystem. In April 2017 the 
white House ordered a thorough review of the US defense industrial base 
as a first step in developing the relationships, capabilities, protections, 
and incentives to enhancing US national security and maintaining advan-
tage in military-technological competition, especially with China. The 
study reportedly identified over “300 vulnerabilities,”126 and, as a result, 
priorities for mitigation and redress, and further investment. 

As the traditional defense industrial base collides with high-tech, auto-
motive, energy, maritime, and commercial aerospace industries as well 
as applied research communities, the government will need a more com-
plete understanding and mapping of this powerful, but disparate and in 
many ways disconnected, innovation base to accompany analysis of the 
defense-industrial base.  The USG needs to determine and then mon-
itor “who is working with whom on what?” The American private sec-
tor already funds more basic research that the USG with academic basic 
research doubling since world war II. Developing a better sense of where 
this investment is going will be critical to helping the government iden-
tify priorities for a portfolio approach among the private sector, aca-
demia, and the government to support future codevelopment of dual-
use, AI-enabled capabilities that can support US national security. 
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Consequently, we recommend a biennial evaluation of the US research and 
development ecosystem that optimizes research priorities, planned funding 
levels, and enabling partnerships between US and foreign research entities.

 • Focusing on amplifying technologies. Success in AI development—in an 
absolute sense and in relation to China and Russia—will rely in part on 
the US ability to establish and maintain advantage, or at least compet-
itiveness, in several science and technology areas that individually and 
collectively amplify the effectiveness of AI-enabled capabilities. fifth-
generation (5G) networks, quantum computing and encryption, semicon-
ductors, neuroscience and bioscience, robotics, unmanned systems, and 
cloud computing all stand out as strategically crucial science and tech-
nology areas that are intersecting with AI development for national secu-
rity and defense. 

Some of these, such as 5G, quantum computing, and semiconduc-
tors, are notable because they increase bandwidth and processing speed 
sufficiently to allow for faster and more powerful calculations, learning, 
and decision-making. Other areas, like unmanned systems and neurosci-
ence and bioscience, create new or enhanced ways in whcih AI can be 
deployed in support of military missions or national security objectives. 
Regardless of the specific supporting function of the enabling technol-
ogy, though, competition between the United States and China is inten-
sifying in each of these technology areas, as demonstrated by US efforts 
to ban Huawei from its incipient 5G architecture and to pressure allies and 
partners to follow suit. In some areas, particularly 5G and possibly quan-
tum computing, Chinese manufacturers and engineers are likely ahead of 
the United States in deployment of technology-enabled capabilities. In 
other areas such as unmanned systems, China has achieved high-profile 
and easily validated successes that indicate a high degree of competency 
and a closing of the technological gap with the United States. 

we recommend the white House National Security Council and the 
OSTP develop a more complete understanding of the state of play in each 
of these enabling technology areas, with the aim of identifying vulnerabil-
ities and investment priorities. In addition, these bodies should integrate 
strategies and policies that promote and protect US AI-enabling tech-
nologies while punishing adversarial investments and theft in the critical 
national security technologies listed above. These efforts might be con-
joined with the ongoing, multilateral International Telecommunications 
Union working groups on the topic.

Integration of Prioritized Technologies
In addition to prioritizing the technology and capability categories, 
whole-of-government direction should also extend to moving from devel-
opment of novel AI technology to AI-enabled capability through AI invest-
ment and development supporting national security objectives. The US 
national security community can lack the sort of proactive and risk-toler-
ant approaches singled out in the DoD’s strategy as being necessary to 
exploiting AI technologies, especially as it has sought to integrate new 
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technology-enabled capabilities into its doctrine, organization, train-
ing, matériel, leadership, personnel, and facilities (collectively known as 
DOTML-Pf).  

Since the end of the Cold war, DoD has spent over $100 billion on sys-
tems that were eventually canceled, and expended countless more 
resources resulting from acquisition delays.127 These can range from spend-
ing more than $5 billion on pixelated camouflage uniforms that actually 
made soldiers more visible,128 to spending over $9 billion on wIN-T, a mobile 
intranet for Army brigades that is riddled with known cybervulnerabilities.129  

Many of these canceled programs have integrated computer or informa-
tion technology systems. A prime example: the family of networked air and 
ground vehicles collectively called the future Combat System was can-
celed after more than $19 billion had been spent; then-Secretary of Defense 
Robert Gates decided in 2009 that the project would never be ready.130  

Such challenges are not unique to the Unied States. China’s PLA has a 
tendency to protect its own siloed research and acquisition programs 
known colloquially as “iron rice bowls.”131 Russia, meanwhile, has endured a 
series of failed acquisition programs due to mismanagement and cost over-
runs that have resulted in failed production lines including its fifth-genera-
tion air-superiority fighter, the Su-57.132 

Still, the failures in integrating information technology systems will influ-
ence how the US national security community will approach integrating 
AI technology and could be one of several factors potentially eroding US 
advantage in military and security capabilities. As DoD laboratory and engi-
neering research communities fund internal and external AI research that 
aligns with USG and DoD direction, tensions are likely to emerge between 
this funding and the acquisitions community, as well as the powerful con-
gressional committees that determine military budgets. These latter stake-
holders could have a more cautious perspective on the procurement and 
subsequent integration of technology that has yet to be fully proven.

furthermore, it is unclear that the offices within the DoD and broader 
national security community that shape future R&D and acquisition prior-
ities fully understand the scope of capabilities AI can enable. Nor has the 
national security community thought through how best to develop and 
deploy enterprise-wide education and training programs that will expe-
dite adoption and use of AI-enabled capabilities across the US military and 
national security community.  

To address this persistent integration challenge, the USG—led by DoD—
should incorporate AI–enabled capabilities that are accompanied by formal 
and informal education and training programs about the technology itself 
and how it enables new capabilities for US national security. These pro-
grams can be managed by the military services within DoD and by appro-
priate entities within other government agencies and departments. They 
should include outreach to academia, the think tank community, and indus-
try for speaker series, but more prominently to create curriculum that 
stresses both common issues associated with AI for national security and 
more agency-specific content to help relevant leaders and operators better 
understand how AI is applied in support of their specific mission. 
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The Future ‘Data Gap’ and Facilitation of Data Sharing 
Reliable machine learning applications cannot be developed without an abun-
dance of high-fidelity data. The more accurate and trustworthy data that AI 
engineers have access to and that algorithms can decipher and learn from, the 
more accurate and high-functioning the resultant algorithms will be. 

Unfortunately, in this area the United States and many of its allies and 
partners may already be at a significant disadvantage to twenty-first cen-
tury autocratic regimes because they control public data and use it for 
their own purposes.133 The Economist estimated in July 2017 that China has 
over 700 million smart-phone users and assessed that  “no other country 
could generate such volume of data to enable machine learned patterns.”134 
China’s leading high-tech company (and one of China’s AI national cham-
pions), Tencent, claimed its weChat messaging app had 963 million active 
monthly users at the end of the second quarter of 2017,135 all of whom are 
providing data that can be exploited by Tencent to develop better algo-
rithms and subsequently can be adapted and leveraged by the CCP regime.  

Currently, ownership of data is experiencing a strategically significant 
shift. In China, this development is enabled and emboldened by legal, busi-
ness, and political frameworks that prioritize regime security and national 
champion businesses over civil liberties and intellectual property rights. 
China’s government is able to collect more personal data from the nation’s 
citizenry, has access to all data collected through western company joint 
ventures and other business activities in China, and makes Chinese busi-
nesses provide access to all data collected while doing business with more 
than one billion people.

According to february 2019 data from the International Data Corporation 
(IDC), China is accumulating an ever-larger share of the world’s data, and 
is at least in the middle of a fifteen-year process of essentially switching 
places with the United States in terms of relative ownership of global data. 
In 2010, 27 percent of the world’s data were stored in the United States, 
and 17 percent in China. By 2025, China is expected to have 28 percent of 
a global total of the world’s data, which will be rapidly expanding due to 
widespread global digitization, while the United States will have only 18 
percent; it is an almost exact reversal of positioning.136 

The trading of places will be made even more strategically disruptive 
because of the magnitude of the total amount of data available in 2025 rel-
ative to 2010 or even today. IDC predicts that the global datasphere will 
grow from 33 zettabytes (ZB) in 2018 to 175 ZB by 2025. More than half 
of the world’s data are still stored elsewhere, of course, but China’s share 
of global data is growing 3 percent faster than the global average, accord-
ing to the report. This offers opportunities for the Chinese government and 
Chinese companies to train more powerful models to support efforts to 
enhance state security, in particular (some of which will be exported out-
side of China), as well as national security. To be sure, the type of data col-
lected does matter. financial data will not necessarily enhance the qual-
ity of Chinese drone swarms. However, further refinement in the collection 
of voice, facial, and biometric data will be useful to the development of a 
range of military and security capabilities.137
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Democracies, such as those in Europe and the United States, face an 
uphill battle to take similar advantage of data collected and stored in their 
own countries due to legitimate concerns over civil liberties and privacy. 
President Trump’s executive order noted this challenge and established as 
an objective the need to “enhance access to high-quality and fully trace-
able federal data, models, and computing resources to increase the value 
of such resources of AI R&D, while maintaining safety, security, privacy and 
confidentiality protections consistent with applicable laws and policies.”138

The executive order should be commended for highlighting the impor-
tance of data and for minding, at least in theory, the need to balance AI 
urgency with legal, institutional, and constitutional protections. However, 
more detail on how the government shares its data with the private sector 
and applied-research centers is required as is an explanation of how data 
collected through the vibrant and pervasive US high-tech community can 
best be used to support broader USG and, more specifically, national secu-
rity objectives. The present authors recommend the following steps to help 
guide the development of more open sharing of data both within govern-
ment and between public and private sectors:

 • Create a Data Integration Task Force. Integrating data from across the 
USG to support safe and more reliable AI development will necessitate 
the formation of a Data Integration Task force designed to tackle myr-
iad government datasets spread out across data silos, often in legacy sys-
tems and other cabinet-level agencies. This task force should be led by 
the chief data scientist, a position created by the previous administration 
that is currently unfilled. Only someone reporting directly to the president 
and with direct access to principal/deputy committee meetings has a 
chance at gaining the requisite data to apply against AI applications. Data 
cleaning must be paramount as high-quality data is an objective in and of 
itself and fundamental to safe and ethical AI. The Data Integration Task 
force should be formed around a constellation of cross-cutting agencies 
such as the Defense Information Systems Agency (DISA), the Defense 
Digital Service (DDS), the Director of National Intelligence (DNI), and 
the Office of the Undersecretary of Defense for Research & Engineering 
(OUSD R&E). The task force should be tasked with collecting, cleansing, 
and aligning disparate datasets to ensure the data are fulsome and with-
out error. Only then can the data be considered for AI.

 • Go beyond FEBP: The foundations for Evidence-Based Policymaking 
(fEBP) and OPEN Government Data Act are useful and welcome mea-
sures, but need to be followed up with more precise guidelines and frame-
works ensuring not just data-sharing, but also data alignment—that is, 
that the data being shared contains coordinated development standards 
and metrics. New frameworks should extend beyond DoD and national 
security agencies. Establishment and implementation of data-sharing 
and acquisition protocols are one of the many areas of the AI develop-
ment for national security strategy that the authors recommend and 
which require whole-of-government alignment across the agencies and 
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offices referenced above. Such measures can offer more data to improve 
AI across the USG as well as facilitate adoption of the data standard that 
ensure multipurpose and multiagency use. 

 • Adapt—not adopt—GDPR: The EU’s General Data Protection Regulation 
was implemented in 2018 in an effort to protect consumers and give them 
more control over the data they create online. It was also meant to sim-
plify regulations, especially in Europe, to make transactions easier for 
businesses and consumers. The US Congress should consider GDPR as a 
template that can be adapted to harness the power and data exhaust of 
AI to both enable American enterprises as well as ensure its citizens are 
safe, not only from data they upload to the digital marketplace but also 
from data derived from private AI applications.

ENGAGE

Narrative Building
The US high-tech industry and innovation ecosystem are among the coun-
try’s most important assets—not to mention competitive advantages—in 
employing AI in support of US security and prosperity. However, to date, 
the US national security community has failed to fully engage this industry 
and ecosystem. Some observers see danger in this gap, one that Stanford 
University’s Amy Zegart calls a “silent divide” between the two communi-
ties that is actively “weakening American national security.”139

Recent discussion of USG engagement of the private sector has focused 
on tension between DoD and high-tech companies. An internal Pentagon 
memo that Wired reported had circulated to roughly fifty defense offi-
cials in June 2018 underscored the importance of remedying this divide. 
According to the article, which was produced in partnership with the Center 

In order to better leverage the US world-class innovation system and 
high-tech community for national security, the authors recommend that the 
US national security community:

 • Develop and deploy an effective strategic narrative to 
incentivize engagement

 • AI applications for national security go well beyond kinetic 
capabilities

 • “we are the good guys”
 • Be a great—or at least better—customer
 • Encourage engagement beyond Silicon Valley
 • Enhance military-civilian fusion . . . with US characteristics
 • foster multistakeholder engagement

“Engage” Summary and Recommendations
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for Public Integrity, the memo says the United States “will not compete 
effectively against our adversaries if we do not win the ‘hearts and minds’ of 
the key supporters”140 in the US high-tech community. 

High-tech community resistance to working with the national security 
community is multilayered. The pressure applied by thousands of Google 
engineers to abandon Project Maven over the perception that helping DoD 
more accurately identify possible targets violates Google’s “don’t be evil” 
mantra is just one particularly emotionally charged argument against col-
laboration. Engineers at Microsoft expressed a similar concern after the 
company was contracted to deliver customized HoloTech virtual and aug-
mented reality headsets to the Army to support training and “increased 
lethality.” Microsoft, however, did not abandon the $470 million deal, sug-
gesting that ethical concerns will not derail national security and defense 
projects at all high-tech companies.141

A more common concern is practical in nature: doing business with the 
government is difficult. It involves a ponderous acquisition system and reg-
ulations, especially around intellectual property retention and profit mar-
gins, that disincentivize involvement. Companies across the ideological 
spectrum have one consistent request: “don’t waste my time.”

This disconnect does not have to persist, and there may be more com-
mon ground to be explored between the national security community and 
the high-tech sector than is revealed by current objections and frustrations. 
finding and taking advantage of that common ground requires crafting of 
a nuanced, but direct and compelling narrative that allows America’s glob-
al-leading AI industry to identify and engage in opportunities that align 
with their values and priorities. It also will require the USG and DoD, in par-
ticular, to adapt or fundamentally revamp processes, expand engagement, 
and generate interagency collaboration associated with AI development. 
The United States should consider establishing global, not just national, 
narratives and risks that enable not only US-based AI technology compa-
nies to engage with the US government but also leaders in AI located out-
side the United States.

 • Strategic narrative development. The June 2018 internal Pentagon memo, as 
reported in Wired, underscored the importance of narratives and the dam-
age done to USG engagement with the US high-tech industry and, in particu-
lar, DoD  “stumbling unprepared into a contest over the strategic narrative.”142

Developing a layered narrative that offers justification for and flexibil-
ity to high-tech engagement with the US national security community 
is a foundational first step. This narrative should revolve around a set of 
key themes highlighted throughout this paper and should be nuanced 
enough to speak to companies across the spectrum of support for DoD 
and national security community AI development: from objection or 
ambivalence to support. There are several foundational elements:

Communicating the changing nature of conflict and expanding oppor-
tunities for engagement. The fusing of states of peace and war, of the 
physical and digital worlds, and of reality and perception have expanded 
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national security threats and competitions well beyond the kinetic or 
traditional defense missions. Deepfakes, smart bots, and AI-enabled 
manipulation of social media are also of concern to the high-tech indus-
try, eroding trust in platforms and threatening the viability of their busi-
ness models.

Supporting national security, then, does not have to mean supporting 
any phase of the deployment of weapons or “increased lethality.” Demand 
for development of AI in support of objectives such as enhancing person-
nel safety and improving logistics is increasing, as is demand for devising 
means of deterring, dissuading, detecting, and defeating cyberattacks and 
other AI-infused efforts to undermine the stability and efficacy of the US 
polity and society. Google is to be commended in this regard for its ongo-
ing effort to work with DoD to help identify deepfakes, which are already 
doing damage to the security and stability of the United States. 

Being the “White Hats.” The United States are “the good guys,” as General 
Joe Dunford,  then-chairman of the Joint Chiefs of Staff, was quoted as say-
ing during the Halifax Security forum in November 2018.143 Moreover, the 
institutions shaping and implementing US national security and defense 
strategy are parts of a democratic system, and are there to, as Microsoft 
CEO Satya Nadella is quoted as saying by CNN Business, “protect the free-
doms that we enjoy.” Engaging with institutions—and potentially helping 
to shape not just the technologies being developed, but also how they are 
employed—is, again according to Nadella, “a principled decision.”144

The white hat argument gains more credence when placed in the 
broader context of the competition between liberal democracies, includ-
ing those in which institutions and norms are under considerable duress, 
and authoritarianism. China’s use of and efforts to export AI technologies 
to collect biometric data and reinforce dystopian authoritarian control 
over populations stands in stark contrast to the measures (if frequently 
responsive rather than proactive) U.S federal, state, and local government 
have taken to balance constitutional protections and comfort of use con-
cerns with technology and capability development. San francisco’s city 
council decision banning use of facial recognition software by city agen-
cies or the police (but not private businesses) exhibits an inherent anxiety 
about potential  government misuse of advancing technologies not resi-
dent in China or Russia.145 So, too, does the rerelease of the 2019 request 
for information related to the Army’s ATLAS autonomous vehicle pro-
gram, which underscored human control of the system.146 

Examples of misuse of AI or efforts to stretch the boundary of ethical 
use do exist in the United States: Chicago and New Orleans police depart-
ments using AI-enabled “predictive policing” methods qualify as at least 
approaching the boundaries of ethical use and worthy of review.147 And 
only the naïve would suggest that future iterations of these types of pro-
grams are no longer being pursued or that the US system is impervious to 
pressures to use cutting-edge technology to enhance security. Vigilance 
will be in constant demand to ensure safe and accountable use of AI. 
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However, strong responses to these programs reflect at the least a feed-
back mechanism that can alter or limit widespread implementation of 
controversial AI applications over time. US legal institutions play a pow-
erful role in ensuring not just responsible AI but also “accountable AI”; in 
other words, leveraging the Department of Justice and Department of 
Defense together to fund R&D into further “Explainable AI” programming 
and putting in place codified legal safeguards that ensure the irresponsi-
ble or unethical employment of AI is held to account.

This context is necessary in part because many leading US high-tech 
companies are already collaborating with Chinese universities and com-
mercial entities on AI programs. Amazon and Microsoft announced plans 
to open new AI research labs in Shanghai on September 17, 2018, at the 
state-backed world Artificial Intelligence Conference in Shanghai. Google 
was another prominent participant at the event. Google opened an AI cen-
ter in Beijing in December 2017.148

This collaboration may have no seemingly direct connection to the sorts 
of technologies being deployed to repress Uighur Muslims or surveil cit-
izens, and is the result of a relatable capitalist instinct to capture more 
share of a promising market that requires collaboration with local entities. 
Of course, such cooperation has implications well beyond building earn-
ings calls and the development of better electronic widgets for Chinese 
citizens. The effects of these partnerships radiate well beyond the com-
mercial sector and have proximate effects for US national security. 

China’s policy of military-civilian fusion is a long-standing initiative that 
China’s leadership has repeatedly emphasized in public statements and 
documents over the last half of a decade as being a key mechanism through 
which China can leverage technology developed in or acquired from com-
mercial relationships for military purposes. During the first meeting of the 
Central Commission for Integrated Military-Civilian Development—chaired 
by President Xi himself—held in June 2017, Xi laid a list of military-civil-
ian fusion priorities including “advanced weapons and defense equipment, 
science and technologies, maritime, space, cyber defense, and alterna-
tive energy.”149 Supercomputers, AI, information networks, and enhanced 
autonomy for unmanned systems were subsequently identified as more 
specific priorities.150

Articulating risks. The issue of US high-tech AI collaboration with China 
reached a boiling point in March 2019 when General Dunford publicly 
criticized Google for the apparent contradiction of its Project Maven 
decision while still collaborating with Chinese entities on AI projects 
that will, through military-civilian fusion, be utilized by the PLA or to 
enhance surveillance capabilities.151 Google has agreed to discuss these 
concerns later in 2019. 

Many businesses outside the US defense and security industry lack a 
full understanding of the nature of the military-technological competition 
between the United States and China and the national security implica-
tions of China’s technology acquisition. These companies, understandably, 
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are far more prone to seeing the purported opportunity of China’s mar-
ket—whether it is the high-tech/ICT industry, commercial aerospace, or 
other industries. Samm Sacks, a senior fellow at the Center for Strategic 
and International Studies, estimated that China accounted for $23 billion of 
US information and communication technology exports in 2017.152 It is not 
reasonable to assume that US companies will simply abandon the poten-
tial for revenues and shareholder earnings that comes with doing business 
in China, absent a fundamental—and potentially disastrous—decoupling of 
the US and Chinese economies.  

But these companies can make better, more informed decisions about 
the risks—both to their intellectual property and to US national security 
that comes with engagement in China’s market. And here, the USG has 
an important role to play in helping establish a common understanding 
of the nature of China’s technology acquisition challenge and the impor-
tance and dimensions of the US-China AI, 5G, semiconductor, and over-
all military-technological competition. Key focus areas of this effort could 
include identification of technologies and research areas most in demand 
by China’s military and security communities, the scale and methods of 
the technology-acquisition program, and the overall risks and challenges 
associated with doing business in China.153

Process, Regulation, and Mindset
Beyond narrative-building, the USG should take specific, focused actions to 
encourage and optimize engagement with the high-tech community. 

 • Be a better customer through procurement and data-sharing. The USG 
should take at least two proactive steps to reduce the friction associated 
with doing business with the public sector.

first, the process for procuring commercial-off-the-shelf information 
technologies should be reformed to ensure shorter business development 
and acquisition cycles. As part of this process, the present authors recom-
mend pooling procurement data, as well as optimizing data metrics associ-
ated with talent development, both of which will enhance the engagement 
with the US high-tech community. By applying AI to process petabytes of 
data on how the government buys services and equipment, washington 
has the potential to offer everyone from Microsoft to the nascent start-up 
in a wework office something of immense value: a great customer!

Second, adoption of data-sharing agreements will allow the government to 
loosen constraints on data sharing and make the internal technology environ-
ment more friendly to commercial AI start-ups offering solutions. workable 
data-sharing agreements will address the distinct concerns of each side, 
although a primary concern for government stakeholders is access to data. 

Parameters must be set on who has access to data and how data will be 
handled, and then bound by statutory, legal, or administrative constraints. 
In order to address technology partner concerns about maintaining inde-
pendence with the use and interpretation of data, there are common ele-
ments in data-sharing agreements:154
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 � authorizations and protocols for those handling data
 � limitations on the use of data
 � “no surprises” clauses that ensure the agency’s right to review 

findings before they go public
 � a plan for data security
 � ownership of data
 � conflict-resolution procedures
 � modification and termination of services

 • Engage beyond Silicon Valley. The academy is another underexploited 
US advantage. There are certainly instances of applied research emanat-
ing from the leading global universities in the United States including, for 
example, GTRI’s Angry Kitten cognitive Ew program discussed above. 
However, more can be done to transition the basic research being carried 
out in US universities to move toward applied research and also to protect 
the strategic technologies they develop. 

The US and state governments should intensify engagement with the 
technology transfer offices resident in most universities, incentivizing uni-
versities to establish and maintain strong offices through research grants 
and public-private partnerships directed at ensuring their health. Universities 
can offer internships and fellowships, potentially supported by government 
or corporate partnerships. This will take some time as most universities 
excel at basic research. Shifting their focus to applied research should be 
enabled through government partnerships, much like what the Department 
of Defense has done with its University Applied Research Center (UARC) 
initiative.

 • Enhance military-civilian fusion . . . with American characteristics. The 
Chinese adoption of military-civilian fusion is well-documented and has 
shown increasingly material results, especially over the last five to ten years. 
Since Xi Jinping ascended to power in 2012, civil-military fusion has been 
part of nearly every major strategic initiative, including the 2015 Military 
Strategy white Paper, Made in China 2025, and Next Generation Artificial 
Intelligence Plan.155 

The goal is to bolster the country’s innovation system for dual-use technol-
ogies through “integrated development.” In the military, the recently estab-
lished Strategic Support force has signed cooperation agreements with 
research universities. A number of municipalities and provinces, like Tianjin, 
Shanghai, Shanxi, and Guangdong, have joined the effort, promoting the 
development of local industrial clusters that could allow large defense 
enterprises to work with research institutes and private companies. 

The United States should assess this progress and consider expand-
ing as well as improving existing initiatives like the Defense Innovation 
Unit (DIU) that could serve as pillars and conduits of military-civilian 
fusion, with American characteristics. Originally conceived as DoD’s out-
post in Silicon Valley to scout and engage with the high-tech sector, DIU 
efforts to date have largely emphasized accelerating the speed of con-
tracting. Supporting and expanding fast-track mechanisms such as other 
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transaction authorities (OTAs) that enable procurement of commercial 
off-the-shelf (COTS) technology from vendors of choice remain priorities. 
But these programs, while helpful, are only the tip of the iceberg when 
considering how best to accommodate industry expectations regarding 
retaining intellectual property rights for key technologies and enabling 
government to quickly fund and programmatically enable the consider-
ation and purchase of COTS software. 

The United States should also leverage relationships with commercial 
entities that decentralize its innovation ecosystem by encouraging free-
thinkers and problem solvers to address and work through tactical and 
systemic problems, rather than relying on the bureaucracy to eventu-
ally resolve them. The government can start by working with commer-
cial accelerators like Techstars, which already has a successful relation-
ship with the US Air force to train commercial-government mentors who 
can support the successful integration of tech start-ups into the govern-
ment ecosystem.

 • Foster multistakeholder engagement. AI strategies work only if there’s 
a broad consensus from all stakeholders, meaning that the discussion of 
engagement of the US high-tech community in support of US national 
security, societal and political stability, and prosperity should be broad-
ened well beyond a focus on DoD activities to include federal and state 
agencies. Synchronization of public- and private-sector priorities, objec-
tives, and, critically, programs is crucial, but so, too, is the alignment of the 
Departments of Defense, State, Energy, Education, and Transportation, 
and assorted local and state institutions.

GOVERN

AI research has reached sufficient scale and effectiveness within the 
defense and security space to warrant a better understanding of the dimen-
sions of both the immediate and longer-term ethical and safety risks. Risks 
associated with the use of biased or incomplete data, as well as malicious 
corruption of data, present special challenges. 

The United States has an obligation to create national standards and 
norms around ethics and safety. It also has an opportunity to take the lead in 
shaping these norms at an international level as a means of slowing applica-
tions of AI that threaten US security, political and social stability, and values, 
such as AI-enabled domestic surveillance, lethal autonomous weapons sys-
tems, and adversarial examples.

“Governance” Summary and Recommendations
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Ethics and Safety 
Innovation in AI is outpacing the capacity of government, defense, secu-
rity, and private-sector stakeholders to keep up with many of the adjacent 
innovations required to ensure effective transition from technology devel-
opment to the deployment of a new capability. 

This is especially the case for the ethics and potential regulation of AI. 
Capabilities under development such as LAwS, AI-enabled domestic sur-
veillance, and AI-enabled human performance enhancement raise some-
times tricky ethical questions around which there is unlikely to be unanimity 
of opinion within the United States, between it and its allies, or in the inter-
national community. 

Consensus about the risks of “killer robots” generally and the undesirabil-
ity of the worst-case scenario of these robots operating outside, contrary 
to, or beyond human expectations can be easily reached. 

The problem of having AI act outside of human intention escalates as 
AI becomes more intelligent. Oxford Professor Nick Bostrom devised a 
thought experiment in 2003 that stresses the problem of a superintelligent 
machine being given the goal of maximizing paper clip production, ulti-
mately destroying the world in its pursuit of making more paper clips.156 He 
raises risks associated with a machine’s pursuit of its objective—even one so 
seemingly trivial as paper clip production—that can lead it to act outside of 
original human intent with potentially disastrous consequences.  

How best to manage this acute, potentially existential, challenge gen-
erates a range of responses. Eric Schmidt, the former CEO of Google, has 
suggested a relatively simple solution—one familiar to any technologi-
cal Luddite with a frozen computer screen—for dealing with lethal auton-
omous weapons systems operating beyond the original parameters of 
their algorithms: “we would unplug Terminator if it showed up . . . were the 
killer robots to start, we would find a way to stop them.”157 Researchers at 
Alphabet’s DeepMind announced in 2016 that the company has developed 
a “big red button” that will stop runaway artificial intelligence and keep it 
from causing harm.158 Such assurances are unlikely to offer much comfort 
to those who seek to ban research and development on lethal autonomous 
systems altogether. 

Key recommendations include
 • Increase funding for research on AI safety
 • Develop and demonstrate national standards for ethical and 
safe AI that can, in conjunction with other states, serve as a 
framework for global norms that protect individual privacy, 
freedom, liberal democratic values, and human rights

 • Create mechanisms for accountability of AI development 
and implementation 

 • Leverage institutional influence to shape norm- and 
standard-setting
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Killer robots are probably the bluntest and bleakest example of ethi-
cally questionable applications of AI. Deployment of these systems is not 
imminent yet. Discussion of the ethics and safety of these systems is war-
ranted and indeed, can inform more nuanced ethical debates about other 
AI-enabled capabilities. 

Consider the AI border guard and Taylor Swift stalker detection versus 
China’s use of AI to repress Uighur Muslims and establish near complete 
social control over 1.4 billion people: These examples are indicative of the 
ways in which the issue of “good” and “bad” uses of AI will test US national 
security. Can the United States pursue its foreign, national, and security pol-
icy objectives in a world in which China is exporting the tools of authoritar-
ian control to more and more states around the world? If not, what recourse 
does the United States and its allies have to shape a world in which such AI 
applications are constrained?

Data Integrity and Privacy 
To these important questions should be added concerns about data integ-
rity and privacy, deepfakes, adversarial examples, algorithm bias against 
underrepresented groups, and testing to ensure that AI not only works the 
way it was designed, but also that it operates fairly and does not favor one 
group or outcome or condition more than others. Data are core to AI devel-
opment, but large amounts of poor or intentionally corrupted data will fur-
ther the development of unsafe and counterproductive AI applications. 

The development of AI is at a relatively early stage. It will improve and appli-
cations will expand, both in the defense and security space and elsewhere. 
Even if one believes that the most profound risks to humanity presented 
by AI are half a century away, there is still an urgency to better dealing with 
the short-term risks of the novel, immature, but still affecting and powerful, 
technologies that are available today (or nearly so). There also is a similarly 
urgent need to begin to both understand and mitigate against the risks that 
could consume AI development in the decades ahead. 

Unfortunately, the complexity of the discussions of ethical AI has deterred 
research on the topic. A December 2018 report on global AI research from 
global information analytics company Elsevier reveals that “the ethics of AI 
are a blind spot.”159 

Some organizations and countries are making first attempts to raise the issue 
of safe and ethical AI. The EU released its ethical guidelines for trustworthy AI 
in April 2019.160 These parameters underscore the importance of AI that is:

 � lawful, respecting all applicable laws and regulations;
 � ethical, respecting ethical principles and values; and
 � robust, both from a technical perspective while taking into 

account its social environment.161

The EU framework also stresses concepts such as human agency and over-
sight, full control of data by citizens, transparency, nondiscrimination and fair-
ness, social and environmental well-being, and accountability. These are all 
good places to start. 
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france and Canada have contributed to the debate over ethical AI. The 
two US allies established the International Panel on Artificial Intelligence in 
December 2018 to shape the discussion of “responsible adoption of AI that 
is human-centric and grounded in human rights, inclusion, diversity, innova-
tion, and economic growth.”162 

Significantly—and somewhat ironically—China is taking at least superfi-
cial steps to demonstrate its concern about AI safety and ethics. In January 
2019, the Chinese Association for Artificial Intelligence appointed Chen 
Xiaoping, a leading AI scientist in China and inventor of the “realistic robot 
Goddess” Jia Jia and “intelligence home service robot” KeKia, to lead an AI 
ethics committee.163 Chen spoke of the current and imminent risks of AI not-
ing that “if the technology was far off being applied there would be no need 
to talk about ethics research, but there is value in this research into technol-
ogies that might be applied on a large scale in the next 10 or 20 years.”164

The United States should welcome the deepening and broadening 
engagement in AI safety and ethics/trustworthy AI. This opportunity can 
reinforce the United States’ status as the global leader in shaping relevant 
norms in international relations and security, and as a means to gain advan-
tage in the AI development and geostrategic competition with China. 

 • Fund AI safety research. The United States should increase and direct fund-
ing for research on ethical and safe AI, with a particular focus on AI eth-
ics for the defense and security context. Machine learning is difficult to 
track, assess, and monitor by design, but further research through National 
Science foundation grants to universities and research institutes among 
others could enable humans to accurately assess whether an AI application 
and its intended employment will compromise rather than reinforce safety, 
stability, or security of individuals, populations, and political, economic, and 
social systems.

This research support should include substantial funding for programs 
mentioned earlier in the report such as DARPA’s “Explainable AI” program.

 • Become a global leader in the development of global AI standards. This 
opportunity focuses on standards, not norms, and should be pursued 
through whole-of-government demonstration of ethical and safe devel-
opment of AI as well as increased investment in technical and strategic 
research into the safe and ethical use of AI. It also can be achieved by 
focusing on an initiative the DoD has made a priority: advocating for a 
global set of military AI guidelines that incorporates engaging the “broad-
est-possible audience.”

Effective global regulation of military capability is a difficult task. It 
requires the alignment of perspectives of actors with varying viewpoints on 
the utility, safety, and ethics of specific military capabilities and also limits 
the means through which nations pursue their own security, stability, and 
prosperity. The strategic context of a world in transition and characterized 
by intensifying geopolitical competition and loosening alignments further 
complicates the task. However, there are some historic markers that suggest 
regulation of military capabilities and—more relevant to the discussion of AI 
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in defense and security—applications of these capabilities is possible, even in 
the context of intense competition. 

The ban on chemical weapons after world war I and agreements on the 
size and composition of nuclear arsenals are useful, if inexact, examples. 
These were expensive victories borne of real-world examples of the gro-
tesque human suffering use of these weapons would—not could—inflict. A 
better and more constrained model for a preemptive AI arms agreement is 
found in the  uneasy, and currently fraying, Outer Space Treaty prohibiting 
the weaponization of space.165 Established in 1967—at a period in the devel-
opment of space technology that is roughly analogous to current devel-
opment of AI—the treaty has not stopped the militarization of space infra-
structure, but it has for over fifty years prevented the weaponization of or 
a meaningful conflict in space. States have developed and tested, but, criti-
cally, not fully deployed or used in anger capabilities that would put the trea-
ty’s efficacy in question. 

This may well be the best result for the future of AI regulation in the short 
term: a clear-eyed deal that regulates but may not completely ban the appli-
cation of the use of AI as part of specific applications, or in certain domains, 
and that can be built on as military and dual-use applications of the technol-
ogy develop. It is a result that will only be achieved with USG leadership. 

 • Leverage institutional influence. Lastly, since AI technology does not stop 
at the waters’ edge, the administration should consider engaging multilat-
eral bodies like the Group of 20, as well as G20 members that are major 
players in the sector such as South Korea, China, Germany, and Japan, to 
establish standards for government datasets that can be shared for private 
research, data transparency, AI accountability, and a legal framework for 
evaluating what constitutes infringement of a citizen’s rights.

COMPETE

All decisions taken, priorities decided, or funding dedicated to AI development sup-
porting US national security will be viewed through the prism of US-China geopolitical 
and AI/high-tech competition. Indeed, recommendations included in the direct, engage, 
govern, and protect components of our proposed strategy are designed at least in part 
to help better position the United States in this competition. 

This competition centers on the United States and China, but it involves US allies and 
private-sector companies, all of which are playing important roles in how it evolves. 
Think of US efforts to convince allies in both the Indo-Pacific and Europe to forego doing 
business with Huawei or the AI and high-tech relationships China’s state-owned enter-
prises, high-tech community, and academic institutions have formed with US allies. 
Sustaining advantage in it is a crucial component of AI development for national secu-
rity—and of our proposed strategy. Some measures the United States should take to 
meet this competitive challenge include: 

“Compete” Summary and Recommendations
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Competitive Strategies
The US-China AI development competition is frequently referred to as an 
“AI arms race,” a label that many have rejected as inaccurate; AI is not a 
weapon, and deterministic frequent references to an AI arms race will only 
serve to make it so. 

Nonetheless, the term is useful in conveying the urgency and the inten-
sity of the competition facing the United States regarding the development 
of a technology area that is likely to disrupt global economics, geopolitics, 
and, yes, military and security capabilities across at least the eight catego-
ries identified in this paper. Russian President Putin articulated the stakes of 
the global AI competition when he stated, “whoever becomes the leader in 
[AI] will become the ruler of the world.”166

This competition is at an inflection point where continued US leadership 
in core technologies is being challenged both by China’s increasing inno-
vation capacity and by the changing nature of the AI competition itself. 
The advantages buttressing US global leadership in AI core technologies—
technological proficiency and innovation capacity—may become less rele-
vant as core AI technologies diffuse widely and the main competitive axis 
becomes development and deployment of new applications. 

According to Kai fu Lee, the former head of Google China who currently 
leads a Chinese high-tech venture capital firm, Sinovation Ventures, and is 
a practitioner in both the Chinese and US AI ecosystems, China’s “speed, 
execution, product focus, access to data, and government support are sig-
nificantly higher than their American counterparts.”167 Lee also notes that 
these are the attributes that will be most in demand in the future AI devel-
opment competition. 

Of course, Chinese leadership in AI is far from certain—alarmism in this area 
is nearly as counterproductive as dismissiveness—but the current balance in 
assets to be exploited is shifting and not necessarily to the advantage of the 
United States. As frederick Kempe, president and CEO of the Atlantic Council, 
noted upon his return from the world Economic forum in January 2019: 

Most troubling for the American business leaders in Davos, who had 
grown accustomed to being atop the global technological heap, was 
that they heard time and again how quickly they were falling behind 
their Chinese peers. Though it is a technology race most Western exec-
utives feel is only on its first laps, they heard how President Xi had 
declared a sort of space race or Manhattan Project around AI that is 
already delivering measurable results.168

 • Engage allies 
 • Understand allied innovation systems and AI ecosystems
 • Develop competitive strategies
 • focus on war-gaming and red teaming
 • Incentivize talent development, recruitment, and retention
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Meeting this competitive challenge requires a combination of construc-
tive engagement of allies and filling gaps in USG knowledge about import-
ant components of the US-China competition. 

 • Engage and manage allies. The United States is not effectively leverag-
ing one of its greatest assets: its allies. The United States’ over thirty formal 
treaty allies in Europe and Asia provide a deep pool of data and technology 
resources, but legal restrictions have prevented greater coordination and 
even joint development. By way of example, European privacy laws hinder 
the data sharing necessary for AI development. for many in Silicon Valley, 
it is more burdensome to collaborate on AI with governments and firms in 
Europe than in China. Yet, the fact that AI algorithms depend on data mean 
that no nation, including China, has an a priori advantage. This makes data 
sharing among the United States and its allies all the more paramount.

The United States should lead a new grouping of the world’s leading 
democracies, including European and Asian allies, initially to consult and 
coordinate annually on technology policies, leading eventually to a stand-
ing technology alliance similar to the National Technology and Industrial 
Base.169 This legal agreement between the United States, UK, and Australia 
aims to reduce barriers and create frameworks for effectively integrating 
technology in mutually supportive capabilities. 

The “five Eyes” intelligence pact, involving the United States, UK, 
Australia, Canada, and New Zealand, needs new operating guidelines for 
focusing on the competitive dynamic with China and especially with its 
AI development. while different states may see China’s AI development 
with varying degrees of concern—and, indeed, some states are support-
ing joint research with Chinese entities in this area—this core group of 
allies could offer a strong starting point for multilateral efforts to mitigate 
risk associated with China’s AI development. 

Other areas of possible collaboration include: 

 � joint development programs, for example in unmanned sys-
tems such as the low-cost attritable unmanned combat aerial 
vehicle program sponsored by the Australian Department of 
Defence, but overlapping with US research on the loyal wingman 
concept;170

 � data-sharing standards; and
 � defense and security interoperability standards, to ensure devel-

opment of AI capabilities that will be deployed both by and to 
support key allies. 

The mechanism for driving this engagement should be through a combi-
nation of bilateral and multilateral agreements around AI that expand upon 
existing intellectual property norms and legal frameworks. These agree-
ments should allow for sufficient sharing of information and data between 
countries, not unlike the economic treaty between france and Germany 
that includes AI technology codevelopment.171 It also should include some 
engagement with multilateral institutions, as difficult as working with these 
institutions can be. As was stated in the pages of the Atlantic Council’s Global 
Innovation Sweepstakes publication, multilateral institutions such as the 
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world Intellectual Property Organization should play a crucial role via the 
administration of the Patent Corporation Treaty, the collection and rigor-
ous analysis of global intellectual property data, and implementation of pro-
grams to strengthen national intellectual property rights (IPR) systems.172 

 • Assess and map allied capabilities. The USG would benefit from a more 
detailed and integrated understanding across the national security enter-
prise of the capabilities that its allies possess. Specifically, interagency 
sharing of allied AI-enabled innovation systems and capabilities should 
be aligned with funded research in order to optimize: 

 � key components of allied and partner innovation systems;
 � AI innovation capabilities;
 � AI research and development priorities; and
 � key relationships with the United States, China, and other 

states.

 • Develop military-technological competition net assessment and compet-
itive strategies. An effective, whole-of-government US strategy for main-
taining AI advantage should include a comprehensive net assessment of 
the military-technological competition and, specifically, a focused assess-
ment of the AI competition between the United States and China.

Useful research on the dimensions and dynamics of this competition has 
already been completed and is available in open and publically available 
sources. However, considerable room still exists to expound upon this anal-
ysis and, critically, to tie the relative strengths and weakness of China and 
the United States into broader competitive strategies; that is, strategies 
that identify and exploit asymmetries and drive competitive dynamics into 
directions in which the United States is likely to maintain advantage. 

Dimensions Priorities (Im) Balances Levers Actions Measures

PPaarraammeetteerrss  &&  
DDyynnaammiiccss
What is the nature of 
the competition? In 
what areas is it playing 
out? Who is involved? 
What are the key axes 
and components? What 
are the ‘rules’?

OObbjjeeccttiivveess  &&  
IInntteerreessttss
What are we trying to 
do with our strategy? 
Keep them from doing 
something? Create new 
opportunities, etc.? 
Protect our position?

SSttrreennggtthhss  &&  
RRiisskkss
What are our 
competitive strengths 
and risks? What are 
theirs? How are they 
connected or 
disconnected? 

SSttrraatteeggiicc  
AAssyymmmmeettrriieess
What asymmetries can 
we exploit to achieve 
our Objectives? What 
do these asymmetries 
suggest about possibly 
competitive strategies

SSttrraatteeggiieess  &&  
SSeeqquueenncceess
What do we do to 
exploit or mitigate 
asymmetries to best 
achieve our strategy? 
What might we expect 
the competitor to do in 
response? What other 
considerations?

CCoonnsseeqquueenncceess  
&&  OOuuttccoommeess
What do you expect to 
happen? What possible 
unanticipated outcomes 
should we consider? 
What new competitions 
could emerge? How do 
we measure strategic 
success? 

Diagnose the 
competitive dynamics, 

motivations, and 
domains

What do actors want to 
achieve? When? Why?

Multi-disciplinary 
assessment of the 

competitive balance

Assessing connections 
and transition to strategy 

development

From strategy to 
planning for 

implementation

What’s next? Re-
evaluation and 

refinement

Figure 6: A process for developing and refining competitive strategies.  
SOURCE: TATE NURKIN 
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 • Focus on war-gaming, red teaming, and scenario planning. The US-China 
military-technological and AI-focused competition is iterative and  
dynamic. Employment of red teaming methods designed to better  
understand competitor and adversary mentalities and tools such as 
war-gaming and scenario planning will be particularly useful in capturing 
these iterative and frequently difficult to predict behaviors and dynam-
ics. Incorporating these strategy support tools can help the United States 
hedge against how China’s AI strategy and response to US actions and 
decisions might drive new competitions or asymmetries. 

The United States can and should invest heavily in the incorporation of 
AI tools into war-games and simulations. The US has a strong history of 
leveraging war-gaming, modeling, and simulation to support revolution-
ary changes in military affairs and assessing the strategic, operational, and 
tactical effects of disruptive capabilities. In the case of AI-enabled simu-
lations, DoD in particular should work through DARPA and DIU to take 
advantage of the full scope of commercial AI-enabled simulations and 
gaming as they relate to modern military capabilities. This work includes 
assessing commercial algorithms that might readily be incorporated 
into existing DoD products like the US Army Game Studio’s America’s 
Army, which integrates factors such as courage and teamwork, and more 
advanced products such as Virtual Battlespace 3., produced by Bohemian 
Interactive Simulations.173

DoD should also work through the Office of the Secretary of Defense 
and each services’ strategic studies group to assess how they can incen-
tivize commercial industry to develop simulation and war-game capabil-
ities that accurately predict human behavior in a model, like the OpenAI 
Project is doing with Dota 2.174 These same groups should study the 
cultural reasons why it has been difficult in the past to implement an 
AI-enabled model that may not necessarily do what a general or admiral 
wishes, much the same as what Lieutenant General (ret.) Paul van Riper 
famously demonstrated in 2002.175 

The Competition for Talent
Talent development, recruitment, and retention is a crucial axis in the 
US-China AI competition and a vulnerability for many other countries’ efforts 
to scale AI development. 

As demand for new AI applications in the defense and security space and 
beyond grows, supply of coders and AI engineers will need to expand rap-
idly to keep pace. So far, the supply has lagged behind demand at a global 
level and in the United States and China. 

Chinese high-tech giant Tencent produced a 2017 AI Talent White Paper 
that assessed there are only 300,000 AI researchers and practitioners 
worldwide, a shortage of more than ten times the expected demand.176 The 
paper also found that there were fewer than a thousand people at the very 
highest level of AI talent capable of steering the direction of AI research 
and development globally. The US has approximately 46 percent of the 
available pool of talent, and maintains a lead in advanced AI research within 
universities compared with China’s nascent academic research.
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The Global Times, frequently a mouthpiece for the CCP, published an arti-
cle in January 2018 that decried that “the world’s second largest economy 
had not gone far enough in building its AI talent reservoir to match its ambi-
tion to lead global AI development.”177 The article cited the Tencent report as 
well as a July 2017 LinkedIn survey that ranked China seventh in volume of 
AI professionals with only fifty thousand. According to LinkedIn, the United 
States had 850,000 individuals on its platform listing involvement in AI. Of 
course, the measure of AI professionals self-identifying as such on LinkedIn 
is more directional than scientific, but its findings are roughly equivalent 
with Tencent’s and with other research on the topic. 

China’s Next Generation Artificial Intelligence Development Plan lists tal-
ent development and training as a key metric and objective across each of 
the three phases of the plan, which culminates with China being a global 
leader in training and recruitment by 2030. Other national AI strategies have 
been focused largely or even solely on talent or recruitment to a degree that 
talent and skills development are listed as one of eight pervasive priorities 
across the eighteen national or regional AI strategy plans published to date. 
Canada and South Korea’s plans are predominantly focused on funding tal-
ent development.178 

As a result, China is pursuing several measures to build depth and gain 
advantage in human capital focused on key science and technology areas. 
According to the US-China Economic and Security Review Commission:

[The] Chinese government maintains government programs aimed at 
recruiting overseas Chinese and foreign experts and entrepreneurs in 
strategic sectors to teach and work in China. Moreover, Beijing utilizes 
intergovernmental and academic partnerships and collaborations in the 
United States, establishes Chinese research facilities in the United States, 
and sends experts abroad to gain access to cutting-edge research and 
equipment without disclosing the organization’s or individual’s connec-
tions to the Chinese government.179

In addition, the top-down guidance of the Next Generation Artificial 
Intelligence Plan has incentivized local governments to generate their own 
talent recruitment initiatives. In Shenzhen, the local government provides 
incentives for individuals to live in the city in order to attract talent. One such 
program has reportedly attracted in excess of 1,200 individuals including the 
founders of Intelli-fusion, which has developed advanced applications in 
facial recognition.180 

But the diagnosis of an overall shortage in AI talent that affects China and 
the United States as well only tells part of the story. China is actively working, 
in a way that is more difficult for the United States to do, to focus some of its 
most promising young high-tech minds on military applications of AI. 

In the fall of 2018, the Beijing Institute of Technology announced it had 
selected thirty one “patriotic” seventeen- and eighteen-year-old students—
out of five-thousand applicants—to join a program explicitly designed to 
teach young technical minds how to weaponize AI. Students in the program 
are mentored by an academic in the AI field as well as a member of China’s 
defense industrial base.181 when combined with other measures designed to 
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recruit western-educated AI academics and scientists back to China (or to 
collect on China’s behalf),  these measures create the picture of a country 
committed to building human capital to deliver a competitive advantage not 
just in AI development, but in AI-enabled defense and security capabilities. 

 • Talent development and retention. Both the DoD strategy and the exec-
utive order address this challenge. DoD’s strategy calls for “cultivating a 
leading AI workforce,”182 which involves adapting DoD culture, skills, and 
approaches. 

This is more easily said than done. The USG’s current culture and operat-
ing practice in hiring new talent is frequently unwieldy and time-consum-
ing. It can take several months (at a minimum) to hire qualified candidates, 
and the pay is significantly less than equivalent jobs in the private sector. 
A relevant data point: The New York Times reported in October 2017 that 
“typical AI specialists, including both PhDs fresh out of school and people 
with less education and just a few years of experience, can be paid from 
$300,000 to $500,000 a year or more in salary and company stock in 
order to cope with this potential constraint.”183

DoD officials and the wider national security community know they can-
not compete with these private-sector salaries. The answer is to continue 
to rely on contractors (including federally funded research and develop-
ment centers) as well as its university affiliated research centers and the 
broader academic community, which may affect DoD’s objective of encour-
aging “rapid experimentation, and an iterative, risk-informed approach to 
implementation.”184 

The USG can begin to address this shortfall by offering a noble mission 
to the private-sector workforce, rather than framing the relationship with 
the private sector in terms of pure financial gain. The opportunity to serve 
and support the country is real and has resonated throughout time.185 By 
recruiting outstanding commercial talent for specific missions, similar to 
what the Defense Digital Service has done, the USG can leverage commer-
cial talent against system-wide problems like data-sharing agreements, 
data integration, or legal structures to ensure AI accountability.

 • Expand beyond STEM-C. Much of the focus of skills development for all 
countries is justifiably on science, technology, engineering, mathematics, 
and coding (STEM-C). Successfully navigating the AI innovation process 
all the way to deployment of a valuable capability, however, requires more 
than technical skill. Also necessary are:

 � management skill sets to ensure AI development efforts are coor-
dinated and dedicated on articulated priorities;

 � strategic thinking to prepare for effects—anticipated and other-
wise—of AI development and iterative and dynamic competition;

 � creative operational thinkers required to devise effective opera-
tional concepts and understand how adversaries and competitors 
might deploy AI to affect US national security;

 � marketing and communications personnel to devise and imple-
ment strategic narratives; and

 � legal and regulatory acumen.  
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PROTECT 

Meeting the Theft and Acquisition Challenge
In a speech to the Council on foreign Relations in April 2019, fBI Director 
Christopher wray made a clear and definitive statement about the threat to US 
national and economic security stemming from economic espionage and tech-
nology theft. According to wray: 

Economic espionage dominates our counterintelligence program today. 
More than ever, adversaries target our nation’s assets, our information and 
ideas, our innovation, our research and development, our technology. And 
no country poses a broader, more severe intelligence collection threat than 
China.186 

worry over China’s technology theft 
is, of course, not confined to the fBI 
or Department of Justice. It is a grow-
ing widespread concern across the US 
national security community, including 
within DoD, where the theft of military 
technologies has led to several famil-
iar-looking weapons systems within the 
PLA arsenal—from unmanned systems 
to stealth fighters and beyond. China’s 
purported hacking of a US Navy con-
tractor and theft of sensitive data on US 
missile and undersea programs in June 
2018 is another in a long list of identifi-
able instances of China using the vul-
nerabilities of the information domain 
to undermine US national and economic 
security.187

Cyber espionage is only one compo-
nent of China’s technology-acquisition efforts. The combination of the dual-
use nature of most in-demand commercial technologies and China’s geo-
political and economic rise means that China can capture innovative new 
technologies, know-how, and processes through a range of licit and trans-
parent means as well. 

A May 2019 report from the US-China Economic and Security Review 
Commission highlighted six principal means through which China acquires 
technology from US companies: foreign direct investment/company acqui-
sition, venture capital investments, joint ventures, licensing agreements, tal-
ent acquisition, and cyber espionage.188 Previously, the US Defense Security 
Services listed the use of irregular collectors at conferences and trade 
shows as another particularly effective and prominent method,189 while 
other analysts and government agencies have cited methods such as open 
source exploitation, leveraging China’s dual-use space program, and direct 
solicitation.190   

China’s ongoing proactive and aggres-
sive technology-acquisition program is 
of acute concern to the United States. 
New means of protecting US technol-
ogy from either illicit/surreptitious or licit 
transfer of US AI technology is a crucial 
part of the US AI development approach.  

Key recommendations include:

 • Enlist support
 • Enhance IP protection 
 • Safeguard patriotic 
investors

“Protect” Summary and 
Recommendations
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The totality of China’s technology acquisition program constitutes an 
impressive mixture of legal and illicit, transparent and surreptitious, collabo-
rative and manipulative, further complicating the challenge associated with 
protecting US AI and enabling technologies. 

from a counterintelligence perspective China, again in the words of fBI 
Director wray, “represents the broadest, most pervasive, most threaten-
ing challenge we face as a country.” However, it is not the only challenge 
to technology protection. Other state and non-state actors are working to 
acquire the innovation outputs of the global leading US high-tech industry 
and best-in-class US applied research and academic communities. Russia’s 
Zhores supercomputer is an indicative and instructive example: The first to 
be devoted to “solving problems in the field of artificial intelligence,” it is 
largely built on western technology. The program actually began at an insti-
tute founded in conjunction with the Massachusetts Institute of Technology.191

Recommendations to protect US technology clearly overlap with other 
components of this recommended strategy, most notably compete and 
engage. Additional recommendations include:

Figure 7:  
A list of methods 
through which China 
acquires technology. 

SOURCE: “FOREIGN 
ECONOMC ESPIONAGE IN 
CYBERSPACE,” NATIONAL 
COUNTERINTELLIGENCE AND 
SECURITY CENTER, 2018.

ODNI-created material in the public domain, including ODNI’s official presences on social media sites, may be copied, distributed, 
and reproduced without obtaining ODNI permission. When such information is copied, distributed or reproduced, it is appropriate to 
cite ODNI or the relevant ODNI component or office as the source of the information.
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 • Enlisting support by raising awareness and crafting narratives. The United 
States is not the only country in the world concerned about China’s system-
atic theft of commercial and military technology and its implications for eco-
nomic and national security or technology diffusion issues. Significantly, the 
December 2018 Department of Justice “name-and-shame” indictment of 
two Chinese hackers suspected of being part of a Chinese group known as 
Advanced Persistent Threat 10 (APT-10) identified eleven other countries 
affected by APT-10’s technology theft efforts, including many close US allies 
and the largest trading partners of the United States.192

what should be a priority is crafting narratives and accompanying incen-
tives—rather than overreliance on so-called sticks—that offer opportunities 
for US allies and partners to evaluate the security implications of doing busi-
ness with Chinese high-tech companies. Efforts to collaborate with US allies 
and partners to build capacity in cybersecurity and other methods of tech-
nology protection should also be pursued.

The ongoing efforts to dissuade European allies, in particular, from doing 
business with Huawei have achieved mixed results, but should be continued 
and extended to other companies on a case-by-case basis. 

Some targeted states have begun to reconsider their commercial engage-
ment with Huawei, suspected of being an important cog in the wheel of 
China’s surreptitious acquisition of sensitive technologies. Poland, for exam-
ple, arrested two Huawei executives on suspicions of technology theft and 
is reportedly set to exclude Huawei from future 5G network plans.193 Other 
states continue engagement, though with an enhanced understanding of 
the risks associated with this engagement.  

The indictment stated that from at 
least 2006–2018, the two individuals 
of interest “conducted extensive cam-
paigns of global intrusions into com-
puter systems aiming to steal, among 
other data, intellectual property and 
con fidential business and technologi-
cal information from more than at least 
forty five commercial and defense tech-
nology companies.” 

Department of Justice 
APT-10 Indictment
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 • IP protection. The United States must invest in programs that encourage 
strong IP protection, not just domestically but also abroad. Strong IP pro-
tection does lead to great prosperity over the long term, but many coun-
tries in the developing world do not view it that way. Rather, they perceive 
IP protection as a virtual monopoly that induces high prices and prevents 
their products from competing with the developed world. 

The US federal government can enable an effective IPR system that not 
only outlines the rules and the penalties for violations of IPR, but also the 
effective management and policing of the current system. This is partly a 
funding issue but also a matter of priority within the Executive Office of the 
President and Congress. working with the US Trade Representative, major 
funders of IP like the DoD and National Institutes of Health, and other major 
domestic sources of IP, the federal government can more nimbly act on 
limiting transfers of AI technology, source code, as well as encryption keys 
to countries that have similar policies that respect the IPR regime.

 • Safeguard “patriotic” investors. The recent announcement of a Pentagon 
mission to pursue and vet patriotic investors by Undersecretary Ellen 
Lord has relevance to AI development.194 The program, now known as the 
Trusted Capital Marketplace, is designed to identify innovations in the US 
technology ecosystem that should be protected, to identify which inves-
tors are not vulnerable personally or institutionally to adversarial invest-
ment, and to work with both to ensure financial arrangements are made 
that benefit US national security. while the program is in its infancy, the 
Department of Defense should invest significantly and work closely with 
the Department of the Treasury as well as the Securities and Exchange 
Commission in order to ensure that defense-critical technologies, either 
government or commercially developed, are protected and promoted 
from adversarial capital. 
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CONCLUSION

AI is at the center of the future of the 4IR and the promise 
that the fusion of the physical and digital world portends.  

Development, deployment, and diffusion of more robust 
AI technologies is certain to accelerate—creating tangible 

benefits for the global economy and for the provision of public-sector 
services, including those that can enhance US and allied security. 

with this promise, though, comes a degree of peril—or, at the least, 
new and enhanced societal, political, ethical, and security challenges. 
AI’s potent, but uncertain, effects on the global strategic context 
and geopolitical competition is already expanding the dimensions of 
threats to the security, stability, and prosperity of the United States and 
its allies and partners. 

for militaries around the world—including US competitors—AI 
technologies are being harnessed to improve readiness and deci-
sion-making and to introduce novel capabilities that can create dura-
ble strategic, operational, and tactical asymmetries and advan-
tages. Competition to develop cognitive capabilities will introduce 
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destabilizing dynamics into already escalating geopolitical and mil-
itary domain area competitions. AI technologies will be used—
already are being used—to exploit the vulnerabilities of the digi-
tal age and pose difficult to detect and deter threats to the stability 
and efficacy of US and allied societies and polities. furthermore, the 
scaled and systemic use of AI in unethical or authoritarian ways by 
both non-state and, especially, state actors poses a pervasive threat 
to the liberal values and norms on which the US legal and political 
system are based and, as a result, to US and allied individual and col-
lective interests. 

Establishing and sustaining US leadership in AI technology and in 
norms for AI use, safety, and ethics is an urgent national security pri-
ority that radiates beyond the interests and responsibilities of DoD 
or even solely the USG. fortunately, urgency does not yet equate to 
desperation. The US still holds advantages, assets, incentives, and 
relationships that can be deployed—and must be protected—to miti-
gate risks to and capitalize on opportunities for US security, stability, 
and prosperity. 

Doing so requires a government-led strategy that builds on the 
varied frameworks already articulated to identify and pursue spe-
cific investment priorities, and is bolstered by the recognition that 
the most acute ethics, safety, and security challenges of a competi-
tive, anxious, and dual-use context—and capabilities to meet them—
are shared across government, with industry, and among allies and 
partners around the world.  
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